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Preliminary

1. General Information

1.1 Features

e Supports multiple protocols, including ATM,
POS, Frame Relay, and 10/100/Gigabit Ethernet

¢ Customizable on-chip 133 MHz IBM PowerPC™
processor core

* Manages up to 65535 simultaneous logical
channels, individually or in groups

¢ Integrated 155 Mb/s SONET (Synchronous
Optical Network) Framer for simpler, low band-
width designs

¢ Flexible ATM Forum-compliant UTOPIA Il inter-
face with up to four PHYs

¢ Switch Interface Extensions

1.2 Description

IBM32NPCXX1EPABBEG66, the IBM Processor for
Network Resources (PNR), is an Asynchronous
Transfer Mode (ATM) support device. It is an inter-
face and translator between a Peripheral Compo-
nent Interconnect (PCIl) bus and an ATM Utopia or
similar interface to an ATM PHY. The PNR has an

IBM32NPCXX1EPABBEG6

IBM Processor for Network Resources

e PCI 32/64-bit interface up to 66MHz

¢ Configurable for sustained performance through
the subsystem:

- 155Mb/s full duplex internal SONET framer

- 622Mb/s full duplex using an external
SONET framer

- 622Mb/s across up to four full duplex
155Mb/s links using an external quad
framer

e JTAG Test Interface
e Package: 624 lead, 32 mm x 32 mm CBGA
e Power Supply: 2.6 V £2%; 3.3 V £5%.

integrated Packet/Frame Memory (DRAM controller)
and performs Segmentation and Reassembly (SAR)
functions for several of the ATM Adaptation Layers
(AALs). The PNR functions are illustrated below and
in Figure 3: Block Diagram on page 8 and listed in
Table 1: Summary of Entities on page 9.

Figure 1: Functional Units in the IBM Processor for Network Resources
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1.3 Ordering Information

Part Number Description

IBM32NPCXX1EPABBEG66 IBM Processor for Network Resources version 2.61

1.4 Conventions and Notation

In most of this document, bit notation is non-IBM, meaning that bits and bytes are numbered in descending
order from left to right. Thus, for a four-byte word, bit 31 is the most significant bit and bit 0 is the least signifi-
cant bit.

[an)

m
2 9
i
(31/30]29|28]27]26]25]24|23]22]21]20[19][ 1817 |16]15]14[13[12[11[10] 9 [8[7 [6|5[4[3[2[1]0]

Exception: In section 3.719 Embedded PowerPC Processor (COBRA) on page 469, IBM bit notation is used,
meaning that for a four-byte word, bit 0 is the most significant bit and bit 31 is the least significant bit.

The internal addressing view of the PNR registers and memory is big endian. In most cases, a system will
wire its PCI bus interface to make the register view transparent, that is, the most significant bit in this specifi-
cation will be the most significant bit in the register. If registers are read and written 32 bits at a time (which is
the only way to access many of the registers), the endian-ness should not be a programming issue with
respect to the registers.

The PNR DMA controller can transfer data in either big endian or little endian mode. See 3.2 General Pur-
pose DMA (GPDMA) on page 73 for details.

Register access conventions:
* Read/Write - bits of the register can be read or written.
* Read Only - bits of the register can only be read. Writes have no effect.
* Clear/Set - if writing to the base address of the register, writing a ‘1’ to a register bit causes the bit to be
cleared. If writing to the base address of the register+4, writing a ‘1’ to a register bit causes the bit to be
set. Either address can be used to read the register.

Numeric notation is as follows:

¢ Hexadecimal values are preceded by x and enclosed in single quotation marks. For example: x’0B00’.
For individual registers, Address values are hexadecimal without any special markings and may use an X
as a placeholder. For example, XXXX 1C3C.

e Binary values in text are either spelled out (zero and one) or appear in single quotation marks.
For example: ‘1010’

e Binary values in the Default and Description columns of the register sections are often isolated from text
as in this example:

0 No action on read access
1 Auto-reset interrupt request register upon read access
Ordering Information pnr261_1intro.fm.06
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1.5 Standards Compliance

The IBM Processor for Network Resources (PNR), part number IBM32NPCXX1EPABBEG66, has been
designed with a number of standards in mind. These standards are listed below, grouped according to the
area of functionality they address.

¢ Network (defined by ITU-TS (formerly CCITT), ANSI and ATM Forum)

- ITU Recommendation 1-361 - B-ISDN ATM layer specification

- ITU Recommendation 1.362 - B-ISDN ATM Adaptation Layer (AAL) functional description

- ITU Recommendation 1.363 - B-ISDN ATM Adaptation Layer (AAL) specification

- ITU Recommendation 1.413 - B-ISDN user-network interface

- ITU Recommendation 1-432 - B-ISDN user-network interface - Physical Layer specification

- ITU Recommendation 1-610 - OAM principles of B-ISDN access

- ANSI T1.ATM-199x Draft, Broadband ISDN - ATM Layer Functionality and Specification

- ANSI T1.CBR-199x Draft, Broadband ISDN - ATM Adaptation Layer for Constant Bit Rate Service
Functionality and Specification

- ATM Forum 93-620R2 - ATM User-Network Interface Specification - Version 2.3 (July 27, 1993)

- Bellcore TA-NWT-001248 Generic Requirements for Operations of Broadband Switching Systems
(October 1993)

* System Interface
- PCI Local Bus Specification, Production Version, Revision 2.2, December 18, 1998. Interface Techni-
cal Reference

e PHY Interface
- SATURN User Network Interface, PMC-Sierra, Inc., February 1995
- ATM Forum 93-727 An ATM PHY Data path interface, Version 2.01, March 24, 1994

1.6 References

International Technical Support Centers: Asynchronous Transfer Mode (Broadbacn ISDN) Technical Over-
view. International Technical Support Organization. Raleigh Center, June 1994, GG24-4330-00

pnr261_1intro.fm.06 Standards Compliance
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1.7 System Environment

The dataflow context of an ATM subsystem is shown in Figure 2. The purpose of the communications sub-
system of any digital device is to allow the application to share data and to arbitrate the flow of control with
other devices.

Figure 2: System Context of an ATM Subsystem
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Data, in the form of application objects or control structures, are divided into communication frames at the
communication stack interface. The stack may further partition the frames to fit reliability, efficiency, latency,
and protocol requirements.

In most cases, the communication stack encapsulates the data frame with protocol headers and/or trailers.
These header blocks are often located in memory in areas apart from the data frames. A device driver is often
given the task of moving this scattered memory to the actual transmission device. Scatter DMA is often used
to make this operation efficient.

In the case of the IBM Processor for Network Resources, the data can be DMAed into virtually contiguous
buffers connected to and controlled by the PNR. It is also possible to write the frame headers directly from the
processor to PNR memory. The fully assembled frame is enqueued for transmission over a particular logical
channel. (See more on the richness of logical channels in ATM and the PNR in section 7. Application Notes:
Data Structures on page 673).

The logical channels with pending work are serviced by the ATM Segmentation Layer which breaks the
enqueued data into 48-byte chunks (depending on the ATM Adaptation Layer (AAL)) and prefixes it with a
five-byte header (yielding a 53-byte ATM cell) in preparation for transmission.

A Transmission Convergence (TC) sublayer appropriate for the Physical Layer (PHY) and Physical Media
Dependent (PMD) connection is then exercised, making ATM cells suitable for transmission.

The receiving process is the reverse of the transmission process, except that the scheduling performed dur-
ing transmission is replaced by an identification-demultiplexing step during the reception of cells.

System Environment pnr261_1intro.fm.06
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Note: Not all of these separate parts or steps described in this section are necessary for a dedicated function
system. PNR can easily be used in dedicated systems due to the goal of minimal processor intervention for
steady state operations.

1.7.1 Logical Channel Support

The Logical Channel is the unit of resource allocation in ATM. At one level, the End Station negotiates with
the Network Interface to determine the characteristics of each End-Station-to-End-Station connection. The
resources that may be reserved in the network are defined in the ATM UNI (User Network Interface) Specifi-
cation (see references in Standards Compliance on page 3). These resources include (but are not limited to)
the peak and average bandwidth to be used by the logical channel, the maximum burst length that may be
transmitted at the burst rate, the latency and variance of the connection, and the loss probability.

The term Logical Channel rather than virtual circuit or VPI/VCI is used in this databook to provide a level of
abstraction from these specific instances.

A Switched Virtual Circuit (SVC) can be negotiated with specific characteristics.

A virtual path can be negotiated with the network. Several virtual circuits within that path can then be multi-
plexed, using the VCI on that single VPI, without having to renegotiate for each additional VCI. The Logical
channel, with respect to the network, would be the Virtual Path. There would be multiple logical channels
internal to the End Station based on the Virtual Circuits used within the path.

All of these Logical Channels are dealt with uniformly in the PNR. A hierarchy of Logical Channel Descriptors
can be built up, and frames or buffers can be queued to each of the LCDs. See 3.12 Transmit Scheduler
(CSKED) on page 243 for details.

1.7.2 Virtual Memory Support

The Packet Memory space appears on the bus as a group buffers whose size is configurable up to 128 KB).
A level of indirection has been added to the addressing of Packet memory to provide these large frame buff-
ers without requiring memory behind all of them at the same time. This has been done for a number of rea-
sons:

* The frames on the network can be up to 64 KB long.
* The receiver does not know how long a frame will be until it is completely received.
* Software generally has a much easier time dealing with contiguous memory.

The memory does not page or swap. There are two major internal strategies for improving efficiency:

* The first N bytes of memory in a buffer are referenced directly.
e The blocks that make up the buffers are of multiple sizes.

pnr261_1intro.fm.06 System Environment
August 14, 2000 Page 5 of 706
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1.7.3 Queues

The IBM Processor for Network Resources makes extensive use of cached single memory operation atomic
queues:

Transmit Queues The interface to the scheduling entity. Blocks and Frames can be queued to Logical
Channels.

Receive Queues Based on the settings in the Logical Channel Descriptor (receive side). Cells arriving
can be queued individually, collected into frames.

Event Queues When a frame is transmitted, its memory can be “garbage collected” or a reference to
the frame can be placed on an event queue for software to handle.

If either a FIFO buffer scheme or a frame buffer scheme is used to source or sink data
on a logical channel, it is possible to set thresholds on the buffering that will cause
events to be queued. When a threshold is crossed (for instance if a transmitting LC is
about to run out of data to transmit), an event will be queued. Software can read
these events either by polling or by being interrupted and can schedule tasks to pro-
vide more data.

Events can be scheduled on the reception of the first N bytes of a frame so that
header processing can begin even before the complete frame is received. This will
allow “cut-through” routing to be supported.

Note: In order to maintain the atomicity of 64-bit atomic transfers, the user must ensure that 64-bit transfers
are bus atomic within the particular bus system in which the PNR is being used.

1.7.4 Scheduling

There is extensive support for transmit scheduling. Please see 1.9.1 Transmit Path on page 10 and Figure 4:
Transmit Scheduling Capabilities on page 11 for details.

System Environment pnr261_1intro.fm.06
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1.8 Key Interfaces

The IBM Processor for Network Resources has four major interfaces: host bus interfacing, memory manage-
ment for buffers and control, cell segmentation and reassembly, and Physical Layer (PHY) hardware control
for an ATM adapter.

A System Bus acts as an actively cached memory slave and as a master for the PCI 32- or 64-bit bus.

The PHY Interface supports several physical layer hardware devices that perform parallel to serial data con-
version and the rest of the transmission convergence.

The PHY interface connects to several available hardware support devices. This layer of hardware converts a
parallel data stream into a serial data stream to be shipped to and from the Physical Media Dependent (PMD)
layer.

The PHY and PMD end of a card design can be implemented as one of several encoding schemes and
speeds, supporting both copper and fiber optic serial links. The interface complies with the Utopia Level Il and
Packet Over Sonet (POS) Specifications supporting up to 4 PHYs. (See 1.5 Standards Compliance on page
3 for documents that describe these interfaces.)

The PMD Layer interface connects to the line drivers and receivers. This could be either a copper or a fiber
optic transceiver.

Two External DRAM Interfaces can each support various configurations of synchronous DRAM (SDRAM)
or synchronous static RAM (SRAM). The interfaces are totally independent of one another; for example, one
can be connected to SDRAM and the other to SRAM. However, each interface can only support one type of
memory; that is, SDRAM and SRAM cannot be connected to the same interface. The interface is a direct
drive to the DRAM.

In standard operation, the arrays connected to the two memory interfaces of the PNR are used for the storage
of packet data and control structures. Both the Packet and Control Memory arrays are 32 bits wide plus any
error detection/correction enabled by the user.

When running at 155Mb/s or slower (full duplex aggregate throughput), a single array of memory can be
used. Both control and data store are contained in this single array of memory. For a detailed description of
the external memory organization refer to 3.6 The DRAM Controllers (COMET/PAKIT) on page 137.

The Control and Configuration Interface covers a number of functions. It gives access from the system bus
to the PHYs and the EPROM. The EPROM can also be used to hold initial device configuration, up to and
including PVC configurations.

The four major interfaces allow the PNR to be used in both “deep” and “shallow” adaptors with minimal exter-
nal logic.

pnr261_1intro.fm.06 Key Interfaces
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Figure 3: Block Diagram
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1.9 Functional Description

The PNR has been designed by breaking the implementation of the various functions and dataflows into sep-
arate entities (major functional units).

This processor acts as a conversion unit from a bus memory interface (which is Work Queue oriented) to a
PHY level ATM. To accomplish this, the PNR contains the major functional units listed in Table 1: Summary
of Entities on page 9 and shown in Figure 3: Block Diagram on page 8.

The entities and their registers are described in this document starting on the page listed in Table 1.

Table 1: Summary of Entities

. . . . See
Major Function | Entity Name Description Page
PCINT Provides PCI specific interfacing between the external connection and the internal entities. 33
GPDMA Provides DMA control between System Memory and PNR Packet Memory. 73
Control ; ; ; i ;
Contains the masking registers that choose which interrupt or status source will be gated onto
Progﬁzsor INTST one of the two available interrupt I/O pins. 85
Interface Provides the interface to the PNR’s DMA master capability. It provides three DMA queues that
DMAQS hold DMA descriptor chains that are executed in a multiplexed fashion. Together with 115
GPDMA, a very powerful interface is provided the to software to complete complex tasks
including TCP/IP checksumming for transmit and receive packets.
COMET/PAKIT Contains the memory controllers. COMET controls Control Memory and PAKIT controls 137
Packet Memory.
This entity has two functions. First, it is capable of initializing and/or testing Packet and Con-
CHKSM trol Memory. Second, it can perform TCP checksums (Two’s complement, 16-bit sum with 153
“end-around-carry”).
Memory
Control VIMEM Responsible for adjusting all addresses provided to the memory control entities. 191
ARBIT Memory subsystem requestor arbitration. 211
BCACH Provides the caching function for data transfers on the PCI bus. 233
POOLS Memory Pool manager. 395
Transmit Cell Scheduler. Responsible for receiving a packet from the processor, determining
CSKED when cells from the packets need to be transmitted, and passing this information to the seg- 243
mentation buffer entity.
Transmit Segmentation Buffer. Accepts frames from the cell scheduler (CSKED) or software, then gen-
Data Path erates ATM cells to send out over the external physical interface. This entity knows or cares
SEGBF nothing about scheduling cells over time; it will simply construct a cell when it is provided an 281
address of a logical circuit descriptor to operate on. All rate and scheduling concerns must be
addressed by the CSKED logic or software prior to queueing a frame to SEGBF.
REASM Cell and Packet Reassembly. Top level receive entity that encapsulates all of the receive sub- 301
Receive entities and includes AAL processing.
Data Path
RXQUE Receive Queue manager. 351
Provides the interface between the PNR and either an ATM PHY device or, when the internal
LINKC . - - ) 165
framer is selected, a serializer/deserializer device.
PHY Level
Interfaces NPBUS Nodal Processor Bus interface. 387
FRAMR Full SONET OC-3/STM-1 framing support logic. 507
Hardware PCORE Embedded 401 Processor Core interface logic. 423
Protocol Assist COBRA Chip OnBoard Risc Architecture, the Embedded 401 Processor Core. 469
pnr261_1intro.fm.06 Functional Description
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Table 1: Summary of Entities (Continued)

. . . . See
Major Function | Entity Name Description Page
SCLCK System Clock Generation and Repowering.
Base Device CRSET Hardware and Software Reset Controlling. 105
Functions CBIST Built-In Self Test logic. 105
CJTAG JTAG Test Interface Logic. 501

1.9.1 Transmit Path

A typical transmit operation begins with the software requesting a buffer from POOLS and filling it with data
via slave DMA, master DMA, or processor writes. If virtual buffers are being used, the data write operation
can fail due to lack of physical buffers. In the event of a failure, the header of the packet is updated to indicate
the failure. If using master DMA, the failed buffer can be freed to POOLS. If not, the software can audit the
header after the buffer has been completely transferred, and either take action to recover the data immedi-
ately or allow CSKED to generate an event later in the transmit cycle for any buffers that have had a data
write failure.

Before the data can be transmitted, the buffer header must be updated to contain information required for cor-
rect transmission. Information such as data length, starting offset, and Logical Channel (LC) address are just
a few of the fields that must be correctly reflected in the buffer header. For a complete list of the fields in the

buffer header refer to 7.1 Packet Header on page 673.

In addition to the fields in the buffer header, the scheduling and segmentation sections of the Logical Channel
Descriptor (LCD), such as peak rate, average rate, and AAL type, must also be set up correctly prior to trans-
mission. For a complete list of the fields in the LCD, refer to 7.3 Transmit LCD Data Structures on page 678.
To improve performance, the LCDs are cached in the TXLCD entity.

After the data have been transferred into packet storage and both the buffer header and the LCD structure
have been correctly initialized, the buffer address is queued to CSKED. When it receives a buffer, CSKED
checks the buffer header (Packet Memory) to make sure that the data transfer operation that filled the buffer
completed without error. If it finds an error, CSKED posts an event to software and does nothing further with
this buffer. If no error is indicated in the buffer header, CSKED fetches several fields from the LCD indicated
in the buffer header to determine the current state of that LCD. If the LCD is busy sending another buffer, the
new buffer is queued to this LCD and will be processed when all previously enqueued buffers have been
transmitted. If the LCD is not busy, CSKED updates the LCD based on several fields in the buffer header and
a request is sent to SEGBF to send a cell from this LCD. If more cells need to be sent, CSKED queues the
LCD to the timewheel (which is comprised of a series of queues that determine when a cell is transmitted).

When CSKED detects a previously enqueued LCD on the time wheel, several fields are retrieved from the
LCD. Among other things, these fields are used by CSKED to determine where on the time wheel to resched-
ule this LCD. The LCD address is then provided to SEGBF for processing.

When CSKED provides an LCD address to SEGBF, the segmentation portion of the LCD is used to deter-
mine both the current address at which to continue buffer segmentation and the type of cell to construct.
Depending on the AAL type bits in the segmentation portion of the LCD, the cell is constructed in an internal
array using data from the LCD as well as data fetched from Packet Memory. When the cell construction is
complete, status is raised to LINKC indicating that a new cell is available for transmission.

Functional Description pnr261_1intro.fm.06
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Transmit opportunities are repeatedly provided to SEGBF by CSKED at the desired rate until all the data in
the buffer has been passed to LINKC via the cell buffer array. When SEGBF detects that no more data exists
for a buffer, an indication is passed to CSKED. If more buffers are queued, the LCD is updated and the seg-
mentation process continues until all buffers on the LCD queue are serviced. A bit in the buffer header gener-
ates a transmit complete event when all of the data in the buffer has been transmitted.

In POS mode, CSKED will only provide one transmit request per buffer to SEGBF. SEGBF will segment the
entire buffer before accepting another request from CSKED. Up to four physical drops can be configured in
LINKC. A field in the LCD is used to assign a connection to a physical drop.

Figure 4: Transmit Scheduling Capabilities
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1.9.2 Receive Path

As cells arrive, they pass from LINKC to REASM. REASM uses a portion of the ATM packet header to look up
the LCD address for this cell. The LCD address is then passed to RXLCD. RXLCD reads the receive portion
of the LCD, and then REASM processes the cell based on the LCD information. For example, the LCD spec-
ifies what AAL to use and maintains the current reassembly state. Using the current reassembly state, the cell
data is written to Packet Memory. While the data is written to Packet Memory, other functions such as CRC
and TCP/IP checksum verification are performed in parallel. If a packet is complete, all trailer verification is
performed. If the packet is good, an event is placed on a receive queue in the RXQUE entity. For error sce-
narios, see 3.15 Receive Queues (RXQUE) on page 351. At this point, software can dequeue the packet
event from RXQUE using the dequeue operation. It can then examine headers, DMA the data into user
space, and perform TCP checksums. When these actions are complete, the buffer is returned to the PNR by
performing a POOLS free buffer operation.

pnr261_1intro.fm.06 Functional Description
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1.9.3 Register Addressing Overview

Table 2: Memory Map for Registers and Arrays

Address Entity Elements Accessed Notes
XXXX 0000 - 00FF PCINT 3.1 The IOP Bus Specific InZ?)gicS;e(;gntroller (PCINT) on page 33
XXXX 0100 - 01FF GPDMA 3.2 General Puf:yigfgen;i\%e%m) on page 73 1,2
XXXX 0400 - 04FF INTST 3.3 Interrupt and Statz?gzi;tt?;/s(/NTsr) on page 85
XXXX 0500 - 05FF CRSET 3.4 Reset and Power-on LE;?:i(S(t)g;ET/CBIST) on page 105
XXXX 0600 - 08FF DMAQS 3.5 DMA Queue??gli;;ecg) on page 115 1
XXXX 0900 - 09FF COMET/PAKIT 3.6 The DRAM ControlleFr{se (g(;SOtne/IIET/PAKIT) on page 137
XXXX 0AQO - OAFF CHKSM 3.7 On-chip Checksum and DREEg;zg?gupport (CHKSM) on page 153
XXXX 0B0O - 0BFF LINKC 3.8 The PHYInteFmigi?ﬁI\rlsKC) on page 165
XXXX D00 - 0DFF VIMEM 3.9 Virtual Memory?jg?ils;\?;njEM) on page 191
XXXX OE00 - OEFF ARBIT 3.10 Memory Arbitrati?r?gzi:'s;/ir(i\RBlT) on page 211
XXXX 1000 - 1FF BCACH 3.11 The Bus DRAM CachFe{eC%ir?Ir?)I;lSer (BCACH) on page 233
XXXX 1100 - 117F BCACH 3.11 The Bus DRAM Cache ézr)rn?o//er (BCACH) on page 233
XXXX 1200 - 3FF CSKED 3.12 Transmit \?;%iitgrs (gsﬁ(gaDgon page 243
XXXX 1400 - 5FF SEGBF 3.13 Transmit Buffe? gggifsvzg;?aﬁoﬁr(?gesm on page 281
XXXX 1600 - 7FF REASM 3.14 Cell/Packet Eeefsi:;i:i/y& (ggfsyn/l) on page 301
XXXX 1800 - FFF RXQUE 3.15 Receive Que?:;g(i;t)((e(;SlJE) on page 351
000X 2000 - 2018 NPBUS 215 ot Progessor Bus iorce Logio (VPEUS)on page 367 |
XXXX 2400 - 7FF PHY 1 3.16.6 PHY 1 F;igfi:fﬁfon page 393
XXXX 2800 - 2BFF PHY 2 3.16.7 PHyzgigi;Sr:;Son page 394
XXXX 2C00 - 2FFF Reserved Reserved
XXXX 3000 - 3FFF POOLS 3.17 Buffer Pool Zigfgff;ft gcr)agf@ on page 395
1. Not all addresses are used in this space.
2. GPDMA Array on page 83 tells how to get at the arrays since the array is not memory mapped.
3. NPBUS EPROM Address/Command Register on page 392 tells how to access EEPROMs and the Sonet Framer Core.
Functional Description pnr261_1intro.fm.06
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Table 2: Memory Map for Registers and Arrays (Continued)

Address Entity Elements Accessed Notes
) Registers & Arrays
XXXX 4000 - 4FFF PCORE 3.18 Processor Core (PCORE) on page 423
Arrays
XXXX 5000 - 5FFF PPOCM 3.18.50 PCORE OCM Window Address Register on page 463

1. Not all addresses are used in this space.
2. GPDMA Array on page 83 tells how to get at the arrays since the array is not memory mapped.
3. NPBUS EPROM Address/Command Register on page 392 tells how to access EEPROMs and the Sonet Framer Core.

Functional Description
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2. Input/Output Definitions
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The several interfaces to the PNR are described in the following sections. There are 443 active 1/O pins,

assigned as follows:
e 90 for the PCI bus
¢ 160 for the DRAM Memory Bus
* 85 for the NPBUS
e 70 for the PHY bus

» 38 for Clock, Configuration, and LSSD

For 1/O pin locations, see Figure 37: Pinout Viewed from Above on page 634 and Table 38: Signal Pin Listing

By Signal Name on page 635.

2.1 PCI Bus Interface

Figure 5: PCI Bus Connections
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Table 3: PCI Bus Interface Signal Descriptions

Signal Name Quantity Type Description
MEBAME 1 S/T/S Cycle Frame is driven by the current master to indicate the beginning and duration of an
access.
PCBE(3-0) 4 T/s Bus Command and Byte Enables are multiplexed on the same PCI pins. During address

phase they define the bus command; during data phase they define the byte enables.

System Error reports address parity errors, data parity errors on the Special Cycle com-

MSERR 1 o/b mand, or any other system error where the result will be catastrophic.
) Address and Data are multiplexed on the same pins. A bus transaction consists of one
PAD(31-0) 32 SIS address phase and one or more data phases.
PPAR 1 T/s Parity is even parity across ad(31-0) and C/BE(3-0). Parity generation is required by all
PCI agents.
MPERR 1 SIT/S Rarity Error is for reporting data parity errors during all PCI bus transactions except Spe-
cial Cycle.
MINTA 1 O/D Interrupt A is used to request an interrupt.

This is an interrupt line that will go active low when sources within the PNR go active. It
MINT2 1 O/D or S/T/S |can be optionally connected to PCI interrupt B. See 3.3: Interrupt and Status/Control
(INTST) on page 85 for more details.

PIDSEL 1 IN Initialization Device Select is a chip select during configuration transactions.
MDEVSEL 1 S/T/S Device Select ir!dicates the driving device has decoded its address as the target of the

current transaction.

MTEDY 1 S/T/S Target Beady signals the target agent’s ability to complete the current data phase of the
transaction.

MIRDY 1 S/T/S Initiator Ready indicates the bus master’s ability to complete the current data phase.

MSTOP 1 S/T/S Stop indicates the current target is requesting the master to stop the current transaction.

MGNT 1 IN Receives the Bus Grant line after a request has been made.

MREQ 1 S/T/S Requests the bus for an initiator transfer.

Address and Data are multiplexed on the same pins and provide 32 additional bits. Also,
PAD64(63-32) 32 S/T/S these pins are multiplexed with the ENSTATE outputs, which allow debug of various inter-
nal state machines and signals.

Bus Command and Byte Enables are multiplexed on the same PCI pins for 64-bit transfer

PCBEG64(7-4) 4 T/S support.
MREQ64 1 S/T/S Request 64-bit transfer. Has the same timing as MFRAME.
MACK64 1 S/T/S Acknowledge 64-bit transfer. Has the same timing as MDEVSEL.
PPAR64 1 S/T/S Parity Upper DWORD is the even parity bit that protects PAD64(63-32) and PCBE(7-4).
When not on a PCI bus supporting 64 bits, this will drive ENSTATE outputs.
As a PME source, this signal is active low and indicates a power management event sig-
nalled from the PNR. The output need to be conditioned with a card-level FET circuit so
MPMEVENT 1 oD tgﬁtstir;:resultmg signal (PME on the PCI bus) can be driven with the proper driver charac-
This signal can also function as the PME_enable function for an external source when pro-
grammable in this mode in PCINT.
MEXTPMEVENT 1 IN Active low by default but programmable, this input indicates a power management event

signalled from some other card component to the PNR.

S/T/S = a sustained tri-state pin owned and driven by one and only one agent at a time. The agent that drives the S/T/S pin low must
drive it high for at least one clock before letting it float. A new agent cannot start driving a S/T/S signal any sooner that one clock after
the previous owner tri-states it. A pullup is required to sustain the inactive state until another agent drives it, and must be provided by the
central resource.

PCI Bus Interface pnr261_2io.fm.06
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2.2 DRAM Memory Bus Interface
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One Control Memory and one Packet Memory bus provide the attachment to the external DRAM. Up to two
arrays of 32 data bits plus potential error detection bits may be connected to each bus.

Figure 6: DRAM Memory Bus Connections
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Table 4: DRAM Memory Bus Interface Signal Descriptions

Signal Name Quantity Type Function Description

PMOCS(3-2) are bank address lines 1 and 0 and
PMOCS(1-0) are the chip selects for the two arrays
PMOCS(3-0) 4 Output Packet Memory SRAM chip selects |when using SDRAM for Packet Memory. When
using SRAM, they are either the four chip selects or
are eight-encoded chip selects and a valid signal.

CMOCS(3-2) are bank address lines 1 and 0 and
CMOCS(1-0) are the chip selects for the two arrays
CMOCS(3-0) 4 Output Control Memory SRAM chip selects |when using SDRAM for Control Memory. When
using SRAM, they are either the four chip selects or
are eight-encoded chip selects and a valid signal.

PMDQM(3-0) are the DQM lines when using
SDRAM for Packet Memory. They are identical cop-

PMODQM(3-0) 4 Output Packet memory DQM lines ies of output enable when using SRAM.
PMDQM(3-2) is just another copy of PMDQM(1-0)
to reduce loading on the nets.

CMODQM(3-0) are the DQM lines when using
SDRAM for Control Memory. They are identical

CMODQM(3-0) 4 Output Control memory DQM lines copies of output enable when using SRAM.
CMODQM(3-2) is just another copy of CMODQM(1-
0) to reduce loading on the nets.

. PMSYNRAS(1-0) are identical copies of the RAS
ggiagnal for packet synchronous signal for Packet Memory when using SDRAM.
They are byte enables (3-2) when using SRAM.

PMSYNRAS(1-0) 2 Output

. CMSYNRAS(1-0) are identical copies of the RAS
CMSYNRAS(1-0) 2 Output RS stgnalfor control synehronous - jqna for Gontrol Memory when using SDRAM.
They are byte enables (3-2) when using SRAM.

. PMSYNCAS(1-0) are identical copies of the CAS
PMSYNCAS(1-0) 2 Output SRS sianalfor packet synchronous ' jqng for Packet Memory when using SDRAM.
They are byte enables (1-0) when using SRAM.

. CMSYNCAS(1-0) are identical copies of the CAS
CMSYNCAS(1-0) 2 Output ~ SA> signalfor control synchfonous g for Control Memory when using SDRAM,
They are byte enables (1-0) when using SRAM.

PMWE(1-0) 2 Output Packet Memory write enable Packet memory write enable.
CMWE(1-0) 2 Output Control Memory write enable Control memory write enable.

Five identical copies of the Packet Memory clock.
When wiring Packet Memory to the PNR, it should
be noted that the clock skews (relative to the fastest
copy of the Packet Memory clock) increase in the

PMCLK(4-0) 5 Output Packet Memory clock following order: PMCLK(0), PMCLK(1), PMCLK(2),
PMCLK(3), PMCLK(4). Therefore, systems not
using all the available copies of the Packet Memory
clock should wire clocks to memory modules begin-
ning with the first in this list.

Clock enable for Packet Memory when using

PMCLKE 1 Output Packet Memory clock enable SDRAM.

Five identical copies of the Control Memory clock.
When wiring Control Memory to the PNR, it should
be noted that the clock skews (relative to the fastest
copy of the Control Memory clock) increase in the

CMCLK(4-0) 5 Output Control Memory clock following order: CMCLK(1), CMCLK(4), CMCLK(2),
CMCLK(3), and CMCLK(0). Therefore, systems not
using all the available copies of the Control Memory
clock should wire clocks to memory modules begin-
ning with the first in this list.

DRAM Memory Bus Interface pnr261_2io.fm.06
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Table 4: DRAM Memory Bus Interface Signal Descriptions (Continued)

Signal Name Quantity

CMCLKE 1

PMADDR(20-0) = 21
CMADDR(20-0) = 21

PMDATA(38-0) 39

CMDATA(38-0) 39

Table 5: Memory I/O Cross Reference By Device Type

PNR I/O

xxADDR(20-0)

xxCS(3)
xxCS(2)
xxCS(1-0)
xxDQM(3-2)
xxDQM(1-0)
xxCLKE
XXWE(1-0)
xxSYNRAS(1-0)
xxSYNCAS(1-0)
xxDATA(31-0)
xxDATA(35-32)
xxDATA(38-36)

ML=

burst.

pnr261_2io.fm.06
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Type

Output Control Memory clock enable

Description

Clock enable output for Control Memory when using

SDRAM.

Output Address signals to Packet Memory

Output Address signals to Control Memory

Input/Output Memory

Input/Output Memory.

Sync DRAM
2-Bank Device

Address(20-0)
N/A
Bank Address(0)
Chip Select(1-0)
DQM(1-0)
DQM(1-0)
CKE
WE(1-0)’
RAS(1-0)’
CAS(1-0)'
Data(31-0)
ECC(3-0)
ECC(6-4)

All signal groups marked by an asterisk are active at the same time.

xx = CM for Control Memory or PM for Packet Memory.

For SDRAMSs, the DQM signals are active independently for shared ECC configurations.

For SDRAMs with split ECC, the DQMs are usually active unless doing burst length two and the DQM is needed to terminate a

Data signals to and from the Packet

Data signals to and from the Control

Sync DRAM
4-Bank Device

Address(20-0)
Bank Address(1)
Bank Address(0)
Chip Select(1-0)

DQM(1-0)
DQM(1-0)
CKE
WE(1-0)’
RAS(1-0)’
CAS(1-0)'
Data(31-0)
ECC(3-0)
ECC(6-4)

SRAM

Address(20-0)
Chip Select(3)
Chip Select(2)
Chip Select(1-0)
OE(1-0)'
OE(1-0)’

WE(1-0)’
Byte Enable(3-2)
Byte Enable(1-0)

Data(31-0)
Parity(3-0)
N/A

DRAM Memory Bus Interface
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Table 6: Possible Memory Configurations Using SDRAM With Shared ECC

One Array plus ECC Two Arrays plus ECC
Module Size
Storage Size Number of Devices Storage Size Number of Devices

1Mx16 4MB 3 8MB 5

2Mx8 8MB 5

4Mx16 16MB 3 32MB 5

8Mx8 32MB 5
16Mx16 64MB 3 128MB 5

32Mx8 128MB 5

Note: While itis possible to connect more than five SDRAM modules to each controller on the PNR, it is likely the capacitive loading
will not allow the interface to work at 7.5ns. The memory interface would need to be slowed down to allow the interface to work.

Table 7: Possible Memory Configurations Using SRAM (see notes 1 and 2)

Module Size Memory Size for One Module | Memory Size for Two Modules | Memory Size for Four Modules

2Mx18 N/A 8MB 16MB
1Mx18 N/A 4MB 8MB

512Kx18 N/A 2MB 4MB

256Kx18 N/A 1MB 2MB
1Mx36 4MB 8MB 16MB

512Kx36 2MB 4MB 8MB

256Kx36 1MB 2MB 4MB

128Kx36 N/A 1MB 2MB

1. For x18 SRAM modules, half the data bus goes to one module, and the other half goes to a second module. The chip select to the
two modules is common. Therefore, two x18 modules can be connected to a single chip select while only one x32 module can.
Therefore, given a constant number of chip selects, using pairs of x18 “x” Mb modules results in a memory that is twice as deep
as what is possible with x32 modules. Using x18 modules also lowers the overall capacitance on the memory data nets.

2. While it is possible with the number of chip selects available (multiplexed or not) to connect more than four SRAM modules to
each controller on the PNR, it is likely the capacitive loading will not allow the interface to work at 7.5ns. The memory interface
would need to be slowed down to allow the interface to work.

DRAM Memory Bus Interface pnr261_2io.fm.06
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2.3 NPBUS Interface

The NPBUS supports access to either an EPROM or PHY level hardware microprocessor interface. The
NPBUS can operate with an eight-bit multiplexed addr/data bus or an eight-bit data bus with 18 separate
address pins. Generic transfer control signals work with the PHY level hardware microprocessor interface or
EPROM to accomplish data transfers.

Figure 7: NPBUS Connections

—> PBOPHY1
> PBOPHY2
64— > ENSTATE(63-0)
—> PBOEPRM
——> PBALE1
——> PBALE2
——> PBADDR16
——> PBADDR17
——> PBSCLK
——> PBSDATA
——> PBRNWRT
——> PBRDRDY
«8— | —> PBDATA(7-0)
PBINTRA
> PBPHYRST

IBM32NPCXXEPABBD66
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Table 8: NPBUS Signal Descriptions

Signal Name | Quantity Type Function Description
When low, indicates that the PNR has selected PHY 1 to write to
PBOPHY1 1 Output Select PHY 1 control registers inside PHY 1 or to read either the control or status
registers.

When low, indicates that the PNR has selected PHY 2 to write to
control registers inside PHY 2 or to read either the control or status
registers. See 3.16.1: NPBUS Control Register on page 387 for
more details.

If configured, this pin can also be odd parity across the eight-bit
wide bidirectional data bus. It can also be configured as

PBOPHY2 1 Output Select PHY 2 MPMDSEL: this control pin, under register bit control, can drive a
logical value out. The intention is to select between the different
PMD types on the 155 Mb/s copper card (UTP verses STP). If itis
in cascade mode, this bit functions as PIDSELO (+idsel out), which
the primary PNR will drive to the secondary PNR when trying to
update configuration space via configuration cycles. This multi-
plexed pin also carries the PBDATAP signal.

When programmed, drives out the real-time state-of-entity state
machines, counters, etc. for debug purposes. The (47-32) bits of
this bus are also PBADDR(15-0), which are the address lines for
the external parallel EPROM or PHY. Additionally, bits 47-40 can

64 Output be used as bi-directional data bus bits to extend the PBDATA bus
by providing bits 15-8 of this bus. This allows operation with PHY
parts that have a fixed 16-bit data but limits the addressing to this
PHY to only eight address bits. (LSSD test function - scanout(13 to
0) -SO -BDY)

ENSTATE
(63-0)

When low, indicates that the PNR has selected the external
EPROM to read from. After reset, the PNR will start accessing the
optional on-card ROM/EPROM and do the chip initialization func-
tion if it does not find a serial EPROM attached.

PBOEPRM 1 Output EPROM Select

When high, indicates that the PNR has generated an address on
the PBDATA bus and should be latched by either a PHY that sup-
ports this muxing or an external octal latch TTL part. For an exter-
nal EPROM, it will also latch bits 7-0 of the address for an external
EPROM access.

Address Latch Enable

PBALE1 1 Output ]

When high, indicates that the PNR has generated an address on
Address Latch Enable the PBDATA bus and should be latched by an external octal latch
2 TTL part that holds bits 15-8 of the address for an external EPROM
or PHY access.

PBALE2 1 Output

Supplies address 16 to an external EPROM. The pin will also func-
tion as PBALES, an address latch enable, that indicates that the
PNR has generated an address on the PBDATA bus and should be
latched by an external octal latch TTL part that holds bits 23-16 of
the address for an external EPROM access. The mechanism used
to set this mode is to put a pull-down resistor on this pin. At reset
time, it will be detected and set this bitin PBALE3 mode. Otherwise
it will be in PBADDR16 mode.

PBADDR16 1 Output Address Send 16

PBADDR17 1 Output Address Send 17 Supplies address 17 to an external EPROM.

Clock for the I12C serial

PBSCLK 1 Output EPROM accesses

S/T/S = a sustained tri-state pin owned and driven by one and only one agent at a time. The agent that drives the S/T/S pin low must
drive it high for at least one clock before letting it float. A new agent cannot start driving a S/T/S signal any sooner that one clock after
the previous owner tri-states it. A pullup is required to sustain the inactive state until another agent drives it and must be provided by the
central resource.

NPBUS Interface pnr261_2io.fm.06
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Table 8: NPBUS Signal Descriptions (Continued)

Signal Name | Quantity

PBSDATA 1
PBRNWRT 1
PBRDRDY 1

PBDATA(7-0) 8

PBINTRA 1

PBPHYRST 1

Type

Output or
Data

Output

S/T/S

Input/Output

Input

Output

Function

Read or Write

Implements the net-
work safety features of
the device

IBM32NPCXX1EPABBEG6G6
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Description

This is the data bit that connects to the external serial EPROM to
read from or write to. It must have a pullup resistor attached and
supports the I2C protocol. The range of supported serial EPROM is
from 256 to 2 KB. After reset, the PNR will start accessing the
optional on-card serial EPROM and do the chip initialization func-
tion. If this pin is pulled down (or no pullup), the PNR will assume
that no serial EPROM is attached and will go try to fetch from a par-
allel EPROM.

This pin allows the PNR to read from or write to internal registers of
the PHY parts. This signal acts as the write strobe when talking to
PMC-Sierra chips such as the Suni-Lite.

This pin allows the PNR to read from or write into internal registers
of the PHYs by acting as a data acknowledge signal from the mem-
ory slaves. This signal acts as the read strobe when talking to
PMC-Sierra chips such as the Suni-Lite.

The PB-Bus is an eight-bit wide bidirectional data bus used to inter-
face the PHYs to the PNR. When a data transfer is not happening,
the lower four bits act as MLED(3-0) - four control pins that, under
register bit control, can drive general status to LED devices. If no
EPROM is connected to the PNR, PBDATA(7) and PBDATA(6)
should have external pullup resistors placed on them.

This input from PHY A is an attention line that, when low, indicates
that one or more unmasked flags are set in the status registers of

PHY 1.

If additional PHY parts are added, they should also dot their inter-

rupt line onto this input.

This signal implements the network safety features of the PNR. It is
the ORed value of RESET and all of the status bits cause the PNR
to stop transferring data. It is asserted for a pulse, and then
removed. This signal is asserted low.

S/T/S = a sustained tri-state pin owned and driven by one and only one agent at a time. The agent that drives the S/T/S pin low must
drive it high for at least one clock before letting it float. A new agent cannot start driving a S/T/S signal any sooner that one clock after
the previous owner tri-states it. A pullup is required to sustain the inactive state until another agent drives it and must be provided by the

central resource.
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2.4 PHY Bus Interface

The PHY Bus consists of a transmit data path, receive data paths, and control signals.

Figure 8: PHY Bus Interface Connections

16— |—» FYTDAT(15-0)

—2— [ —> FYTPAR(1-0)
—> FYTSOC
—> FYRRDB
—> FYTWRB
—> FYOTENB
—> FYORENB

«16— | —— FYRDAT(15-0)
«—2— | —— FYRPAR(1-0)
«—1 |— FYRSOC
FYRCA
FYTCA
FYOFUL
FYOEMP
FYRADR(4-0)
—> FYTADR(4-0)
FYREOP
—> FYTEOP
FYRMOD
—> FYTMOD
> FYTSDAT
—> FYTSDAT
FYTSCLK
FYTSCLK
FYRSDAT
FYRSDAT
FYRSCLK
FYRSCLK
FYDTCT
FYDISCRD

IBM32NPCXXEPABBD66
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Table 9: PHY Bus Signal Descriptions (Page 1 of 3)
Signal Name | Quantity Type Function Description

When using an external PHY, this 16-pin bus carries the ATM
CELL octets that are loaded in the PHY Transmit FIFO. When

FYTDAT (15-0) 16 Output PHY Transmit Data using the internal framer, bits 15, 14, and 13 are used for the
RX HDLC interface signals OFPrxR1Data, OFPrxR1DS, and
OFPrxRclk, respectively.

When using an external PHY, these are byte parity signals for
FYTDAT. When using the internal framer, bit 1 provides the
RX Out-Of-Frame indication, OOF, and bit 0 provides the opti-

FYTPAR (1-0) 2 Output Transmit Data Parity cal/electrical module transmit shutdown control signal, OFPtx-
SDown. When using a POS-PHY, bit zero provides the TERR
signal.

When using an external PHY, this indicates the start of cell on
FYTSOC 1 Output Transmit start of Cell FYTDAT. When using the internal framer, this provides the TX

HDLC interface signal, OFPtxT1Dclk. When using a POS-
PHY, this indicates TSOP.

When using an external PHY, this signal is used to write ATM
cells to the transmit FIFO. When using the internal framer, this
FYTWRB 1 Output Transmit write strobe  |signal provides the 19.44MHz TX clock, RefCIKT. When using
a Utopia Cell or POS-PHY interface, this signal provides the
write clock based on the clock received on the TXCLK pin.

When using an external PHY, this indicates that transmit data
FYOTENB 1 Output Transmit write enable |to the PHY is valid. When using the internal framer, this pro-
vides the TX HDLC interface signal, OFPtxT1DS.

When using an external PHY, this indicates to the PHY that the
FYORENB 1 Output Receive write enable  PNR is ready to accept data. When using the internal framer,
this provides the clock recovery reset signal, RSTCRec1.

When using an external PHY, this is used to read ATM cells
from the PHY receive FIFO. When using the internal framer,
FYRRDB 1 Output Receive ready strobe |this signal provides the 19.44MHz RX clock, RxByClk. When
using a Utopia Cell or POS-PHY interface, this signal provides
the write clock based on the clock received on the RXCLK pin.

When using an external PHY, this 16-pin bus carries the ATM

FYRDAT(15-0) 16 Input PHY Receive Data CELL octets that are read from the PHY Receive FIFO.

When using an external PHY, these are byte parity signals for
FYRDAT. When using the internal framer, bit 1 provides the

FYRPAR(1-0) 2 Input PHY Receive Data Parity |optical/electrical module low power indication signal, OFPtx-
LPow, and bit 0 is not used. When using a POS-PHY, bit 0
should be connected to RERR.

When using an external PHY, this signal indicates the start of

FYRSOC 1 Input Receive start of Cell cell on the FYRDAT bus.
When using an external PHY, this indicates that a cell is avail-
FYRCA 1 Input Receive Cell Available able in the receive FIFO. When using an internal framer, this

signal is not used. When using a POS-PHY, this signal must
be connected to PRPA.

Note: Because some of the PHY transmit I/Os are used for receive framer functions and vice versa, there are some restrictions on how
the interfaces can be used.

1. If the transmit path is using an external PHY and the receive path is using the internal framer, FYTPAR(1) will provide Out of Frame
(OOF) status to the framer and will not be available as a parity output. This is only a concern if the PHY uses a 16-bit data interface
and parity is being used.

2. If the receive path is using an external PHY and the transmit path is using the internal framer, FYRPAR(1) will provide OFPtxLPow
status to the framer and will not be available as a parity input. This is only a concern if the PHY uses a 16-bit data interface.

If the transmit path is using an external PHY and the receive path is using the internal framer, and the external PHY has a 16-bit data

interface, then the receive HDLC interface cannot be used. The three 1/O for the RX HDLC interface will instead take on the function of
FYTDAT(15-13).
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Table 9: PHY Bus Signal Descriptions (Page 2 of 3)
Signal Name | Quantity Type Function Description

When using an external PHY, this indicates that room for a cell
is available in the PHY transmit FIFO. When using the internal

FYTCA 1 Input Transmit Cell Available |framer, this provides the TX HDLC interface signal,
OFPtxT1Data. When interfacing to POS-PHY, this signal
should be connected to PTPA.

When using an external PHY, this is asserted low by the PHY
when it can accept no more than four more data transfers
before it is full. This pin should be pulled up to the inactive

FYOFUL 1 Input PHY Transmit Full state when using a PHY that does not drive it. When using the
internal framer, this provides the TX HDLC interface signal,
OFPixT1DFrm. When using a POS-PHY interface, this signal
must be connected to STPA

When using an external PHY, this is asserted low by the PHY
to indicate that in the current cycle there is no valid data for
delivery to the PNR. When the PHY does not drive FYOEMP,
this input should be tied to the inactive state. When using the
internal framer, this signal is not used. When using a POS-
PHY interface, this signal is connected to RVAL.

FYOEMP 1 Input PHY Receive Empty

When using an external PHY (Cell or POS-PHY based), this
address is used to select and poll up to 31 PHYs on the
receive side. Bits (1-0) are used to select which of the four
PHY's and bit two is used to indicate the null address. When bit
two is B’1’, bits 1-0 are also ‘1. When bit 2 is ‘0’, bits 1-0 are
‘00’, ‘071’, 10, or “11°.

FYRADR(4-0) 5 Output PHY Receive Address

When using an external PHY (Cell or POS-PHY based), this
address is used to select and poll up to 31 PHYs on the trans-
mit side. Bits (1-0) are used to select which of the four PHYs
and bit two is used to indicate the null address. When bit two is
‘1’, bits 1-0 are also ‘1’. When bit 2 is ‘0’, bits 1-0 are ‘00’, ‘01’,
10, or “11°.

FYTADR(4-0) 5 Output PHY Transmit Address

When using an external POS-PHY, this signal indicates if the
FYRDATA (15-0) contains the last data of a packet. If the
external PHY is not a POS-PHY, this signal should be tied to
GND.

FYREOP 1 Input PHY Receive EOP

When using an external POS-PHY, this signal indicates if the
FYTEOP 1 Output PHY Transmit EOP FYTDATA (15-0) contains the last data of a packet. If the
external PHY is not a POS-PHY, this signal should ignored.

When using an external POS-PHY, this signal indicates if the
FYRDATA (7-0) contains valid data. If FYRMOD is ‘1’, FYR-
FYRMOD 1 Input PHY Receive MOD DATA(7-0) is ignored. FYRMOD is only relevant when
FYREOP is ‘1°. A value of ‘1’ any other time will be ignored. If a
POS-PHY is not connected, this signal should be tied to GND.

When using an external POS-PHY, this signal indicates if the
FYTDATA (7-0) contains valid data. If FYTMOD is ‘1", FYR-
DATA(7-0) will be ignored. FYTMOD is only driven to a ‘1’
when FYTEOP is ‘1°.

FYTMOD 1 Output PHY Transmit MOD

Note: Because some of the PHY transmit I/Os are used for receive framer functions and vice versa, there are some restrictions on how
the interfaces can be used.

1. If the transmit path is using an external PHY and the receive path is using the internal framer, FYTPAR(1) will provide Out of Frame
(OOF) status to the framer and will not be available as a parity output. This is only a concern if the PHY uses a 16-bit data interface
and parity is being used.

2. If the receive path is using an external PHY and the transmit path is using the internal framer, FYRPAR(1) will provide OF PtxLPow
status to the framer and will not be available as a parity input. This is only a concern if the PHY uses a 16-bit data interface.

If the transmit path is using an external PHY and the receive path is using the internal framer, and the external PHY has a 16-bit data

interface, then the receive HDLC interface cannot be used. The three 1/O for the RX HDLC interface will instead take on the function of
FYTDAT(15-13).
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Table 9: PHY Bus Signal Descriptions (Page 3 of 3)

Signal Name
FYTSDAT
FYTSDAT
FYTSCLK
FYTSCLK
FYRSDAT
FYRSDAT
FYRSCLK

FYRSCLK

FYDTCT

FYDISCRD

Quantity

1
1
1

Type

Output

Input

Input

Input

Input

Input

Function

SERDES Transmit Data
(Differential Pair)

SERDES Transmit Clock
(Differential Pair)

SERDES Receive Data
(Differential Pair)

SERDES Receive Clock

(Differential Pair)

PHY Carrier Detect

PHY Cell Discard

IBM32NPCXX1EPABBEG6G6
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Description

When using the internal framer and the internal SERDES,
these signals provide the serial transmit data stream.

When using the internal framer and the internal SERDES, the
reference 155.52MHz clock is supplied on these signals. When
not in use, pull FYTSCLKP low and pull FYTSCLKN high.

When using the internal framer and the internal SERDES, the
recovered receive data is supplied on these signals. When not
in use, pull FYRSDATP low and pull FYRSDATN high.

When using the internal framer and the internal SERDES, the
recovered 155.52MHz clock is supplied on these signals.
When not in use, pull FYRSCLKP low and pull FYRSCLKN
high.

When using an external PHY, the PHY uses this signal to indi-
cate carrier detect. When using the internal framer, this signal
provides the deserializer lock detect signal, ELockDet, from
the deserializer.

When using an external PHY, this signal causes the current
cell being received to be discarded. In this case it should only
be asserted for the duration of one of the 53 bytes of the ATM
cell. When using the internal framer, this signal provides the
optical/electrical module Loss-Of-Signal indication, LossSig.

Note: Because some of the PHY transmit I/Os are used for receive framer functions and vice versa, there are some restrictions on how

the interfaces can be used.

1. If the transmit path is using an external PHY and the receive path is using the internal framer, FYTPAR(1) will provide Out of Frame
(OOF) status to the framer and will not be available as a parity output. This is only a concern if the PHY uses a 16-bit data interface

and parity is being used.

2. If the receive path is using an external PHY and the transmit path is using the internal framer, FYRPAR(1) will provide OF PtxLPow
status to the framer and will not be available as a parity input. This is only a concern if the PHY uses a 16-bit data interface.

If the transmit path is using an external PHY and the receive path is using the internal framer, and the external PHY has a 16-bit data
interface, then the receive HDLC interface cannot be used. The three 1/O for the RX HDLC interface will instead take on the function of

FYTDAT(15-13).

pnr261_2io.fm.06
August 14, 2000

PHY Bus Interface
Page 27 of 706



IBM32NPCXX1EPABBEG66

IBM Processor for Network Resources

Table 10: Transmit PHY I/O Cross Reference

PNR /O
FYTWRB
FYTCA
FYOFUL
FYOTENB
FYTSOC
FYTDAT(15)
FYTDAT(14)
FYTDAT(13)
FYTDAT(12-8)
FYTDAT(7-0)
FYTPAR(1)
FYTPAR(0)
FYTADR(4-0)
FYTMOD
FYTEOP
FYTDAT
FYTDAT
FYTCLK
FYTCLK

Suni-Lite
TFCLK
TCA
N/A
TWRENB
TSOC
N/A
N/A
N/A
N/A
TDAT(7-0)
N/A
N/A
N/A
N/A
N/A
N/A
N/A
N/A
N/A

Utopia
TxCLK
TxClav
TxFull
TxEnb
TxSOC
TxData(15)
TxData(14)
TxData(13)
TxData(12-8)
TxData(7-0)
TxPrty(1)
TxPrty(0)
TxADDR(4-0)
N/A
N/A
N/A
N/A
N/A
N/A

POS-PHY
TFCLK
PTPA
STPA
TEnb
TSOP
TData(15)
TData(14)
TData(13)
TData(12-8)
TData(7-0)
TPRTY
TERR
TADR(4-0)
TMOD
TEOP
N/A
N/A
N/A
N/A

Preliminary

Internal Framer
RefCIKT
OFPtxT1Data
OFPtxT1DFrm
OFPtxT1DS
OFPtxT1Dclk
OFPrxR1Data
OFPrxR1DS
OFPrxR1Dclk
N/A
TxExtDat(7-0)
OOF
OFPtxSDown
N/A
N/A
N/A
TSDAT
TSDAT
TSCLK
TSCLK

Note: Signals marked with an overbar are active low. Inputs listed as N/A should be tied to their inactive Utopia state.
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Table 11: Receive PHY I/O Cross Reference

PNR I/O Suni-Lite Utopia POS-PHY Internal Framer
FYRRDB RFCLK RxCLK RFClk RxByClk
FYRCA RCA RxClav PRPA N/A
FYOEMP N/A RxEmpty RVAL N/A
FYRENB RRDENB RxEnb RENB RSTCRect
FYRSOC RSOC RxSOC RSOP N/A
FYRDAT(15-8) N/A RxData(15-8) RDat(15-8) N/A
FYRDAT(7-0) RDAT(7-0) RxData(7-0) RDat(7-0) N/A
FYRPAR(1) N/A RxPrty(1) RPRTY OFPtxLPow
FYRPAR(0) N/A RxPrty(0) RERR N/A
FRYADR(4-0) N/A RXADDR(4-0) RADR(4-0) N/A
FYRMOD N/A N/A RMOD N/A
FYREOP N/A N/A REOP N/A
FYRSDAT N/A N/A N/A RSDAT
FYRSDAT N/A N/A N/A RSDAT
FYRSCLK N/A N/A N/A RSCLK
FYRSCLK N/A N/A N/A RSCLK
FYDTCT N/A N/A N/A DTCT
FYDISCRD N/A N/A N/A DISCRD

Note: Signals marked with an overbar are active low. Inputs listed as N/A should be tied to their inactive Utopia state.
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2.5 Clock, Configuration, and LSSD Interface

Figure 9: Clock, Configuration, and LSSD Connections
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MPCIRST
PCICLK
PMB6EN
TXCLK
RXCLK
MPEGCLK
TESTM
MHALTPPC
PFFCFG(2-0)
PFFOSC
PLLTI
PVDDA
NSELFT
JTAGORST
JTAGTCK
JTAGTMS
JTAGTDI
JTAGTDO
PINTCLK
PDBLCLK
PPLLOUT
BISTODI
DTR

CTS

TXD

RXD

RTS

DSR
IBDINH1
IBDINH2
IBDRINH
LEAKTST
PLLTUNE(1-0)

MPLLRESET
JTCOMPLY
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Table 12: Clock, Configuration, and LSSD Signal Descriptions

Signal Name
MPCIRST
PCICLK
PM66EN

TXCLK

RXCLK

MPEGCLK

TESTM

MHALTPPC

PFFCFG (2-0)

PFFOSC

PLLTI

PVDDA
NSELFT
JTAGORST

JTAGTCK

JTAGTMS

JTAGTDI

JTAGTDO

PINTCLK

PDBLCLK

pnr261_2io.fm.06
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Quantity

1

Type
Input
Input
Input

Input

Input

Input

Input

Input

Input

Input

Input

Input
Input

Input

Input

Input

Input

Output

Output

Output

Description

This signal causes a hardware reset when asserted low. See 3.4: Reset and Power-on
Logic (CRSET/CBIST) on page 105 for more details on resets.

The PC Bus clock called CLK is a 0-66 MHz clock.

This pin is high when on a PCI bus that runs at 66 MHz. It is used to tell the on-chip PLL
how to generate clocks.

This is the LinkC asynchronous transmit clock.

This is the LinkC asynchronous receive clock. An oscillator should be connected to RXCLK
even if it is not functionally used. Without the RXCLK input oscillating, the chip may not
reset properly.

This is the MPEG asynchronous clock.

When the test mode pin is not asserted, this chip runs as specified. When the test mode pin
is asserted, the chip is in LSSD test mode. Transparent latches become clocked latches
and I/Os change to primary test inputs and test outputs. This signal is asserted high when in
test mode.

Used by RISCWatch to halt the Power PC core for debug purposes. This does not need to
be in a TEST/NOSCAN I/O location.

These bits control the “find frequency” function which sets the range bits of the PLL. Below
is the encoded meaning of these bits.

000 Reserved (Used for quicksim)

001 Disable auto range function: set range to < 25.0MHz operation
010 Disable auto range function: set range to 25.0-35.0 MHz
011 Disable auto range function: set range to 35.0 - 60.0 MHz operation

100 Enable auto range function for 19.44 MHz

101 Enable auto range function for 19.44 MHz but with internal PLL resets disabled.
110 Enable auto range function for 25.0 MHz

111 Enable auto range function for 32.0 MHz

This input is the auto range known frequency input that is used to time the PCI clock input.
This should be connected to some oscillator on the card, for example, the PHY oscillator.

When tied to ‘1’, this input will cause the PLL to do a parametric testing at the wafer and
module level. Normal mode for this pin is ‘0’, so this pin should be pulled low or grounded.

Filtered Vpp source to the PLL logic. See technology application notes for filter circuit.
Minus active SELFTEST input. Normal mode is a ‘1°.
JTAG Test Reset provides an asynchronous initialization of the TAP controller.

JTAG Test Clock is used to clock state information and test data into and out of the device
during operation of the TAP.

JTAG Test Mode Select is used to control the state of the TAP controller in the device.
(LSSD test function - RARRYTCLKC - SC)

JTAG Test Data Input is used to serially shift test data and test instructions into the device
during TAP operation. (LSSD test function - CLKDIVTCLKC-SC)

Test Data Output is used to serially shift test data and test instructions out of the device dur-
ing TAP operation. (LSSD test function - PRSRAMABDONE and PLLLOCK output)

This is the external test point to measure the jitter effects of the phase-lock loop circuit.
PINTCLK does not serve any LSSD or MFG test function. It does not need to be on a
TEST/NOSCAN location.

This is the external test point that is double the frequency of the PINTCLK. It is used to
clock ENSTATE state signals at this frequency. PDBLCLK does not serve any LSSD or
MFG test function. It does not need to be on a TEST/NOSCAN location.

Clock, Configuration, and LSSD Interface
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Table 12: Clock, Configuration, and LSSD Signal Descriptions (Continued)
Signal Name | Quantity Type Description

This is an observation output only. This makes the output of the PLL observable. This is

PPLLOUT 1 Output 4150 the DTR signal when the SELRS232 is active.

Drives the DI input during BIST. Connect the BISTODI1 output to the IBDINH1 input so the
BISTODIA 1 Output chip drivers are driven to high impedance during a chip reset or while BIST is running. Add
a pullup resistor to this net.

DTR 1 Input/Output | RS232 DTR for the core debugger. (LSSD test function - TCLKA-AC)
CTS 1 Input RS232 CTS for the core debugger. (LSSD test function - LPRA bypass-Tl)
TXD 1 Input/Output | RS232 TXD for the core debugger. (LSSD test function - CLKDIVTCLKB-BC)
RXD 1 Input/Output | RS232 RXD for the core debugger. (LSSD test function - BSCANTCLKB-BC)
RTS 1 Input/Output | RS232 RTS for the core debugger. (LSSD test function - BSCANTCLKC-SC)
DSR 1 Input/Output | RS232 DSR for the core debugger. (LSSD test function - pll testout)
IBDINH1 1 Input This is the Boundary Scan input for BSINH1. Should be connected to the BISTODI1 output.
IBDINH2 1 Input This is the Boundary Scan input for BSINH2(*).
IBDRINH 1 Input This is the Boundary Scan input for rinh. This pin should be pulled up for normal operation.
LEAKTST 1 Input This is the STI driver/receiver leak test input.
PLLTUNE(1-0) 2 Input These inputs help tune the PLL operation. (LSSD test function - SCANOUT(15,14))

This input is active low and resets the PLL at power up to avoid VCO runaway. This
requires a reset circuit that delays a low-to-high level after power-on-reset by 150 ps.

MPLLRESET 1 Input (LSSD test function - this pin functions as the TESTCT [Test Clock Tree] input. When not
asserted, this chip runs as specified. When asserted, the clock tree uses this input to con-
trol the clokce tree outputs - Tl)

This input is high for JTAG compliance and low for RISCWatch/BIST-friendly use. When
this pin is high, JTAG boundary scan operations may be used to test chip 1/0O operation and
card wiring without supplying clocks to the rest of the chip. Also, when the TAP controller
enters the TEST LOGIC RESET state, the JTAG instruction is IDCODE. When this pin is

JTCOMPLY 1 Input low, the JTAG boundary scan logic works only if the other chip clocks are running in a nor-
mal functional manner. When the TAP controller enters the TEST LOGIC RESET state, the
JTAG instruction is BYPASS in order to make this more compatible with RISCWatch.
(LSSD test function - SRAM BIST result output)
Clock, Configuration, and LSSD Interface pnr261_2io.fm.06
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3. Register Descriptions by Entity

3.1 The IOP Bus Specific Interface Controller (PCINT)

This entity provides PCI specific interfacing between the external connection and the internal entities. It will
support the following functions:

* PCl memory target

* PCl master

¢ Address and data latching

* Parity error detection and generation

* Configuration space registers

* 64-bit data path for master and slave operation

* 64-bit addressing support for master and slave operation
¢ Auto 64-bit slot detection supported

e 66 MHz PCI bus clock operation supported

3.1.1 PCI Options Taken

* Medium address decode design point
¢ Interrupt A will be supported, with interrupt 2 as a sideband signal
* All register accesses will be responded to as target disconnects

3.1.2 PCI Target Response

* A Target Retry is issued if a burst crosses the end of the PNR’s memory space.

e A Target Abort will be issued if AD and command bus have bad parity (address phase parity error).
Optionally, if SERR is enabled, it will also be returned.

* If enabled, the PERR signal will be driven on bad parity during data write cycles (data phase parity error)
when the PNR is the target of the command.

* A Target Retry will be issued by the PNR if internal contention will cause a large bus access delay.

3.1.3 PCI Master Response

¢ A Master Abort will be issued if DEVSEL is not asserted after five clocks.
* If enabled, the PERR signal will be driven on bad parity during data read cycles (data phase parity error)
when the PNR is the initiator of the command.

3.1.4 PCI Master Retry

* PNR will retry when requested by the slave.

pnr261_3pcint.fm.06 The IOP Bus Specific Interface Controller (PCINT)
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3.1.5 PCINT Config Word 0

Identifies this device and vendor type, allocated by PCI SIG.

Length 32 bits

Type Read Only

Address XXXX 0000

Restrictions Can be read during configuration cycle, memory cycle when enabled (see 3.1.18:

PCINT Base Address Control Register on page 51), or an I/O cycle. This register is
documented as big endian, but how data is presented on the PCI bus depends on
how the controls are set in the PCINT Endian Control Register.

Power On Reset Value x‘00A1 1014’, but alterable at power-up/reset time with external EPROM code. See
(Big Endian) 3.16: Nodal Processor Bus Interface Logic (NPBUS) on page 387 for details.

Power On Reset Value x‘1410 A100’
(Little Endian)

Device ID Vendor ID
|31 30 29 28 27 26 25 24 23 22 21 2019181716|1514131211 10 9 8 7 6 5 4 3 2 1 O|
Bit(s) PCI Spec Name Description
31-16 15-0 Device ID This is a unique two-byte device ID assigned to this adapter.
15-0 15-0 Vendor ID This is a unique two-byte vendor ID.
The IOP Bus Specific Interface Controller (PCINT) pnr261_3pcint.fm.06
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The Status register is used to record status information for the PCI bus related events. Writing ‘1’ to a bit in
this register will reset that bit. The Command register provides coarse control over a device’s ability to gener-
ate and respond to PCI cycles. Access type of the Command register is read/write. See bit definitions.

Length

Type
Address

Power On Reset Value

(Big Endian)

Power On Reset Value

(Little Endian)

Restrictions

32 bits

Read/Write and Read/Reset

XXXX 0004
x‘02B0 0000’

x‘0000 B002’

Can be written or read during configuration cycle, memory cycle when enabled (see
3.1.18: PCINT Base Address Control Register on page 51), or an I/O cycle. This
register is documented as big endian, but how data is presented on the PCI bus
depends on how the controls are set in the PCINT Endian Control Register.
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|31|30|29|28|27|2625|24|23|22|21|2019 181716|1514 13 12 11 10|9|8|7|6|5|4|3|2|1|0|

Bit(s) PCI Spec

31 15
30 14
29 13
28 12
27 11
26-25 10-9

pnr261_3pcint.fm.06
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Detected Parity
Error

Signaled System

Name

Error

Received Master
Abort

Received Target
Abort

Signaled Target
Abort

DEVSEL Timing

This bit is set whenever the device asserts SERR.

These bits are hard-wired to ‘01’, assuming medium address decode.

This bit is set by the device whenever it detects a parity error, even if parity error handling
is disabled (as controlled by bit 6 of PCINT Configuration Word 1).

This bit is set by a master device whenever its transaction is terminated with master-
abort, except for Special Cycle.

This bit is set by a master device whenever its transaction is terminated with target-abort.

This bit is set by a target device whenever its transaction is terminated with target-abort.

The IOP Bus Specific Interface Controller (PCINT)
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Bit(s) PCI Spec Name Description
Data Parit This bit is implemented by this bus master. It is set when this agent asserts PERR or
24 8 Detected Y observeS PERR asserted, and this agent setting the bit acted as the bus master for the
operation in which the error occurred, and bit 6 of PCINT Configuration Word 1 is set.
23 7 Fast Back-to-Back Defaults to ‘1’ unless by external EPROM code. See 3.16: Nodal Processor Bus Interface
Capable Logic (NPBUS) on page 387 for details.
25 6 Reserved Defaults to ‘0’ unless set by external EPROM. See 3.16: Nodal Processor Bus Interface
Logic (NPBUS) on page 387 for details.
Defaults to ‘1’ unless set by external EPROM. See 3.16: Nodal Processor Bus Interface
21 5 66MHz Capable Logic (NPBUS) on page 387 for details.
This bit on indicates that this device implements the pointer for a New Capabilities linked
20 4 Capabilities List list at the offset 34th. See the PCI spec revision 2.2 for more details on New Capabilities.
p Defaults to ‘1’ unless set by external EPROM code. See 3.16: Nodal Processor Bus Inter-
face Logic (NPBUS) on page 387 for details.
19-16 3-0 Reserved Reserved.
15-10 15-10 Reserved Reserved.
This bit can be set to a value, but is ignored by this DMA master since it never drives
9 9 Fast Back-to-Back these types of cycles. This slave, as indicated by bit 23, however, can handle fast back-
Enable to- back addresses to it. Initialization software will set this bit if all targets are fast back-to-
back capable.
8 8 SERR Enable If this bitis ‘1’, the SERR driver is enabled.
7 7 Wait Cycle Control | This bit is hard-wired to ‘0’ because stepping is not supported by this master.
6 6 Parity Error When this bit is 1’, normal action is taken when a parity error is detected. When itis ‘0’,
Response any parity errors detected are ignored and normal operation is continued.
VGA Palette e .
5 5 Snoop This bit is not implemented.
Memory Write and e .
4 4 Invalidate Enable This bit is not implemented.
3 3 Special Cycles This bit is set to ‘0’, and will not monitor Special Cycle operations.
2 2 Bus Master Enable If this bit is ‘1, this device will be allowed to act as a bus master.
1 1 '\Eﬂr?;;)?ery Space If this bit is ‘1°, this device will respond to memory space accesses.
0 0 I/O Space Enable | If this bitis ‘1’, this device will respond to I/O space accesses.
The IOP Bus Specific Interface Controller (PCINT) pnr261_3pcint.fm.06
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3.1.7 PCINT Config Word 2

The Class Code is used to identify the generic function for this device. The Revision ID is used to identify the
level of function for this device. See bit definitions.

Length 32 bits
Type Read Only
Address XXXX 0008

Power On Reset Value x‘0203 0026’
(Big Endian)

Power On Reset Value x‘2600 0302’
(Little Endian)

Restrictions Can be written or read during configuration cycle, memory cycle when enabled (see
3.1.18: PCINT Base Address Control Register on page 51), or an I/O cycle. This
register is documented as big endian, but how data is presented on the PCI bus
depends on how the controls are set in the PCINT Endian Control Register.

Upper Byte Middle Byte Lower Byte Revision ID

! 13 R ' !

|31 30292827262524|232221 20 19 18 17 16|15 14 13 12 11 10 9 8|7 6 5 4 3 2 1 o|

Bit(s) PCI Spec Name Description
The upper byte of the Class Code is a base code that broadly classifies the type of func-
} ) tion this device performs. Code chosen is: x'02" - Network controller. This register can be
31-24 23-16 Upper Byte written to any value by external EPROM code so that it can report being an different type
of function.

The middle byte of the Class Code is a sub-class code that identifies more specifically the

. function of this device. Code chosen is: x‘03’ - ATM controller. This register can be written
23-16 15-8 Middle Byte to any value by external EPROM code so that it can report being an different type of
device.
. . The lower byte of the Class Code identifies a specific register-level programming inter-
15-8 70 Lower Byte face so that device independent software can interact with this device.
7-0 7-0 Revision ID This is the revision level of this chip.
pnr261_3pcint.fm.06 The IOP Bus Specific Interface Controller (PCINT)
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3.1.8 PCINT Config Word 3

This word specifies the system cache size in units of 32-bit words, the value of the Latency Timer for this PCI
bus master, the Header Type which identifies the layout of bytes in configuration space, and the register for
the control and status of BIST (built-in self-test). See bit definitions.

Length 32 bits
Type Read/Write
Address XXXX 000C

Power On Reset Value x‘8000 0000’
(Big Endian)

Power On Reset Value x‘0000 0080’
(Little Endian)

Restrictions Can be written or read during configuration cycle, memory cycle when enabled (see
3.1.18: PCINT Base Address Control Register on page 51), or an I/O cycle. This
register is documented as big endian, but how data is presented on the PCI bus
depends on how the controls are set in the PCINT Endian Control Register.

K}
|
g o 3
O m 2
o= 3 Completion
o g & Code Header Type (Read Only) Latency Timer Cache Line Size
|31 |3o|29 28|27 26 25 24|23 22 21 20 19 18 17 16|15 14 13 12 11 10 9 8 | 7 6 5 4 3 2 1 0 |
Bit(s) PCI Spec Name Description
31 7 BIST Capable This bit is a ‘1’ because this device supports BIST.
Writing this bit ‘1’ invokes BIST. This bit is reset to ‘0’ after BIST is complete. This bit has
30 6 Start BIST two seconds to reset after a start BIST action.
29-28 5-4 Reserved Reserved.
. A value of ‘0’ means this device has passed BIST. If bit 27 is on, the PRPG value failed. If
2r-24 3-0 Completion Code |, 26 is on, the MISR value failed. Bits 25 and 24 are always ‘0.
) : Header Type : ‘s w00
23-16 7-0 (Read Only) The encoding chosen is x‘00’.
15-8 7-0 Latency Timer This register specifies a value of latency in units of PCI bus clocks.
7.0 7.0 Cache Line Size This register is used to best determine what read command should be used by this mas-
ter. Any cache line size is supported.
The IOP Bus Specific Interface Controller (PCINT) pnr261_3pcint.fm.06
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3.1.9 PCINT Base Address 1 (I/O for Register)

This register specifies the base address of where in PCI I/O or memory space the PNR registers will be
mapped. When written with ‘1’s and read back, the least significant bits read back as ‘0’ will indicate the
amount of I/O space required for this device to operate. For example, when a value of x'FFFF FFFF’ is writ-
ten, a value read of x'FFFF FFOO’ indicates that 256 bytes of address space is required. See bit definitions.

The programming of this bit depends on whether the PNR is in 64-bit addressing mode or not. When in 64-bit
addressing mode, bit 7 of the PCINT 64-bit Controller Register is set to ‘1’, and this register specifies a mem-
ory address. When the PNR is not in 64-bit addressing mode because bit 7 of the PCINT 64-bit Control Reg-
ister is set to ‘0’, this register specifies an 1/O address. See bit definitions and 3.1.21: PCINT 64-bit Control

Register on page 56.

Length

Type
Address

Power On Reset Value

(Big Endian)

Power On Reset Va
(Little Endian)

Restrictions

32 bits

Read/Write

XXXX 0010

x‘0000 0007’

lue x‘0100 0000’

Can be written or read during configuration cycle, memory cycle when enabled (see
3.1.18: PCINT Base Address Control Register on page 51), or an I/O cycle. This
register is documented as big endian, but how data is presented on the PCI bus
depends on how the controls are set in the PCINT Endian Control Register. Bit 17
in the PCINT Base Address Control Register must be set to allow the PNR to
decode addresses for this range.

When in 64-bit Addressing Mode (Bit 7 of PCINT 64-bit Control Register is set to ‘1’):

o
o

Base Address

v

v

|313029282726252423222120191817161514131211 10 9 8 7 6 5 4|

w| «— Prefetchable

o| «<— Memory space

i

Bit(s) PCI Spec

31-4 31-4
3 3

2-1 2-1
0 0

pnr261_3pcint.fm.06
August 14, 2000

Name

Base Address

Prefetchable
00

Memory Space

Description

This register is used to hold the address where the target device will decode for memory
accesses. The size is 32 KB of addressing, naturally aligned. This means that only bits
31-15 are writable.

Reserved and set to ‘0.

This base address can be mapped anywhere in 32-bit address space. The value of these
bits is ‘00’.

This is memory space, so the bit is set to ‘0.

The IOP Bus Specific Interface Controller (PCINT)
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When not in 64-bit Addressing Mode (Bit 7 of PCINT 64-bit Control Register is set to ‘0’):

Base Address

v

|313029282726252423222120191817161514131211109 8 7 6 5 4 3

N
—| «— Reserved
ol «— /0O Space

Bit(s) PCI Spec Name Description

This register is used to hold the address where the target device will decode for 1/0
accesses. The size is 32KB of addressing, naturally aligned. This means that only bits 31-

31-2 31-2 Base Address 15 are writable. The PCI specification only allows 256 bytes of /0O Base Address, so this
address is only for special applications. Using the feature of non-postable writes for I/O
cycles must accompany enough 1/O space in the system memory map.

1 1 Reserved Setto ‘0’.
0 0 I/O Space Setto ‘1°.
The IOP Bus Specific Interface Controller (PCINT) pnr261_3pcint.fm.06
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3.1.10 PCINT Base Address 2 (Mem for Register)

This register specifies the base address of where in PCI memory space the PNR registers will be mapped.
When written with “1’s and read back, the least significant bits read back as ‘0’ will indicate the amount of
memory space required for this device to operate. For example, when a value of x'FFFF FFFF’ is written, a
value read of x'FFFF FFOO’ indicates that 256 bytes of address space this required. See bit definitions.

The programming of this bit depends on whether the PNR is in 64-bit addressing mode. When in 64-bit
addressing mode, bit 7 of the PCINT 64 bit Controller Register is set to “1°, and this register specifies a mem-
ory address. When the PNR is not in 64-bit addressing mode because bit 7 of the PCINT 64-bit Control Reg-
ister is set to ‘0’, this register specifies an 1/O address. See bit definitions and 3.1.21: PCINT 64-bit Control
Register on page 56.

Length 32 bits
Type Read/Write
Address XXXX 0014

Power On Reset Value x‘0000 0000’
(Big Endian)

Power On Reset Value x‘0000 0000’
(Little Endian)

Restrictions Can be written or read during configuration cycle, memory cycle when enabled (see
3.1.18: PCINT Base Address Control Register on page 51), or an I/O cycle. This
register is documented as big endian, but how data is presented on the PCI bus
depends on how the controls are set in the PCINT Endian Control Register. Bit 16
in the PCINT Base Address Control Register must be set to allow the PNR to
decode addresses for this range.

When in 64-bit Addressing Mode (Bit 7 of PCINT 64-bit Control Register is set to ‘1°):

Base Address

! l

|313029282726252423222120191817161514131211109 8 7 6 5 4 3 2 1 O|

Bit(s) PCI Spec Name Description
31-0 31-0 Upper Part of Base This register is used to hold the upper 32 bits of address during a 64 bit addressing dual
Address cycle access.
pnr261_3pcint.fm.06 The IOP Bus Specific Interface Controller (PCINT)
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When not in 64-bit Addressing Mode (Bit 7 of PCINT 64-bit Control Register is set to ‘0’):

Base Address

v v

|313029282726252423222120191817161514131211 10 9 8 7 6 5 4|

:] Reserved

o| «— Memory Space

w| «— Prefetchable

N
-

Bit(s) PCI Spec Name Description

This register is used to hold the address where the target device will decode for memory
31-4 31-4 Base Address accesses. The size is 32 KB of addressing, naturally aligned. This means that only bits
31-15 are writable.

This memory space is non-prefetchable, so this bit is set to ‘0’. This means that there are
3 3 Prefetchable side effects on reads.
. : This base address can be mapped anywhere in 32 bit address space. The value of these
21 2-1 Reserved bits is set to ‘00’.
0 0 Memory Space This is memory space, so this bit is set to ‘0’.
The IOP Bus Specific Interface Controller (PCINT) pnr261_3pcint.fm.06
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3.1.11 PCINT Base Addresses 3-6 (Memory)

This register specifies the base address of where in PCI memory space the PNR memory will be mapped.
When written with “1’s and read back, the least significant bits read back as ‘0’ will indicate the amount of
memory space required for this device to operate. For example, when a value of x'FFFF FFFF’ is written, a
value read of x'FFFF FFOO’ indicates that 256 bytes of address space this required. See bit definitions.

The mapping for the base address of registers into PNR’s memory is one-to-one, assuming a memory win-
dowing option is not set in the PCINT Base Addr Control Register for that base address register (BAR). Multi-
ple BARs are only used to use a given system memory map more efficiently. As required by the BAR, the
addresses are size-aligned. For example, a 16 MB size could be represented with one BAR as one 16 MB
size aligned on a 16 MB boundary. However, four 4 MB BARs could represent the same 16 MB size but be
aligned on any 4 MB boundary. The value in any of the BARs does not map directly to any particular PNR
memory structure, such as Control Memory. The addresses are mapped using the Virtual, Packet, and Con-
trol base address registers in VIMEM.

Length 32 bits

Type Read/Write

Address Reg 3 XXXX 0018
Reg 4 XXXX 001C
Reg 5 XXXX 0020
Reg 6 XXXX 0024

Power On Reset Value x‘0000 0008’

(Big Endian)

Power On Reset Value x‘0800 0000’

(Little Endian)

Restrictions Can be written or read during configuration cycle, memory cycle when enabled (see

3.1.18: PCINT Base Address Control Register on page 51), or an I/O cycle. This
register is documented as big endian, but how data is presented on the PCI bus
depends on how the controls are set in the PCINT Endian Control Register.

If one of these registers is not enabled (see 3.1.18: PCINT Base Address Control
Register on page 51), then a read of that register will return all ‘0’s. The power on
value stated below assumes that the register is enabled. Normally, configuration
code will just read these registers to find out what is there. To enable more that the
default of registers 3 and 4, the use of external EPROM code could be used. See
3.16: Nodal Processor Bus Interface Logic (NPBUS) on page 387 for details.

When in 64-bit Addressing Mode (Bit 7 of PCINT 64-bit Control Register is set to ‘1’):

Base Address

{ '

|313029282726252423222120191817161514131211109 8 7 6 5 4 3 2 1 O|

Bit(s) PCI Spec Name Description
31-0 31-0 Upper Part of Base This register is used to hold the upper 32 bits of address during a 64-bit addressing dual
Address cycle access.
pnr261_3pcint.fm.06 The IOP Bus Specific Interface Controller (PCINT)
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When not in 64-bit Addressing Mode (Bit 7 of PCINT 64-bit Control Register is set to ‘0’):

Base Address Type

v v

|313029282726252423222120191817161514131211 10 9 8 7 6 5 4|

J

o| «— Memory Space

w| ¢ Prefetchable

| 2

—_

Bit(s) PCI Spec Name Description

This register is used to hold the address where the target device will decode for memory
31-4 31-4 Base Address accesses. The size of addressing is naturally aligned and determined by what is set in the
PCINT Base Address Control Register.

This memory space is prefetchable, so this bit is set to a ‘1’. This means that there are no
3 3 Prefetchable side effects on reads, all bytes are returned on reads regardless of byte enables, and host
bridges can merge processor writes into this range without causing errors.

This base address can be mapped anywhere in 32-bit address space. The value of these

21 2-1 Type bits is ‘00"

0 0 Memory Space Setto ‘0’.

Note: These registers power up to x‘0800 0000’ if accessed little endian.

The IOP Bus Specific Interface Controller (PCINT) pnr261_3pcint.fm.06
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3.1.12 PCINT CardBus CIS Pointer

This register contains the offset to where the Card Information Structure (CIS) is located. See bit definitions.

Length 32 bits
Type Read/Write
Address XXXX 0028

Power On Reset Value x‘0000 0000’

Restrictions Cannot be written unless by external EPROM, or the PCI configuration space over-

ride write bit is on. See 3.16: Nodal Processor Bus Interface Logic (NPBUS) on
page 387 for details.

°
g Address Space
2 Indicator
& Address Space Offset
|31|30 29 2827|26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O|
Bit(s) Name Description
31 Reserved Reserved.
. : Can be set by external EPROM code, likely to be in expansion ROM space. See 3.16:
8027 Address Space Indicator Nodal Processor Bus Interface Logic (NPBUS) on page 387 for details.
26-0  Address Space Offset This field has the offset into expansion ROM that is the location of the CIS. See the PCM-

CIA v2.10 specification for details of the CIS.

pnr261_3pcint.fm.06
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3.1.13 PCINT Subsystem ID/Vendor ID
This register contains the Subsystem ID and Subsystem Vendor ID. See bit definitions.

Other possible codes that could be returned for the Subsystem ID are listed below. The correctness of their
value is superseded by higher (IOA card) levels of documentation.

Length 32 bits
Type Read/Write
Address XXXX 002C

Power On Reset Value x‘xxxx 1014’
(Big Endian)

Power On Reset Value x‘1410 xxxx’
(Little Endian)

Restrictions Cannot be written unless by external EPROM, or if bit 19 of the 3.1.18: PCINT Base
Address Control Register on page 51 is on.

©

(]

2

3

& Subsystem ID Subsystem Vendor ID

|31|30292827262524232221 2019181716|1514131211 10 9 8 7 6 5 4 3 2 1 O|
Bit(s) Name Description
31 Reserved Reserved.

Generally will be set by external EPROM code. If not set by external EPROM, this value

30-16 |Subsystem ID defaults to zero. See 3.16: Nodal Processor Bus Interface Logic (NPBUS) on page 387
for details.
15-0 | Subsystem Vendor ID Default value is the IBM vendor ID.
The IOP Bus Specific Interface Controller (PCINT) pnr261_3pcint.fm.06
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3.1.14 PCINT ROM Base Address

This register specifies the base address of where in PClI memory space the PNR ROM will be mapped. When
written with “1’s and read back, the least significant bits read back as ‘0’ will indicate the amount of memory
space required for this device to operate. For example, when a value of xX'FFFF FFFF’ is written, a value read
of x'FFFF FFOQ’ indicates that 256 bytes of address space is required. See bit definitions.

Length 32 bits
Type Read/Write
Address XXXX 0030

Power On Reset Value x‘0000 0000’

Restrictions Can be written or read during configuration cycle, memory cycle when enabled (see
3.1.18: PCINT Base Address Control Register on page 51), or an I/O cycle. This
register is documented as Big Endian, but how data is presented on the PCI bus
depends on how the controls are set in the PCINT Endian Control Register.

o
Qo
©
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(0]
©
Q
(8]
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a
@
o
°
Base Address Reserved )
|31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10|9 8 7 6 5 4 3 2 1‘O|
Bit(s) PCI Spec Name Description
This register is used to hold the address where the target device will
31-10 31-11 Base Address decode for expansion ROM. The size is fixed at 2 KB of addressing, natu-
rally aligned.
9-1 10-1 Reserved Reserved and set to ‘0.

This bit set to ‘1" will enable accesses to expansion ROM only if Memory

0 0 Address Decode Enable Space Enable bit (bit 1 in PCINT Configuration Word 1) is also set.

pnr261_3pcint.fm.06 The IOP Bus Specific Interface Controller (PCINT)
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3.1.15 Capabilities Pointer

This register contains the Capabilities Pointer. See bit definitions.

Length 32 bits
Type Read only
Address XXXX 0034

Power On Reset Value x‘0000 00CO’
(Big Endian)

Power On Reset Value x‘C000 0000’
(Little Endian)

Restrictions Cannot be written by external EPROM or when bit 19 of 3.1.18: PCINT Base
Address Control Register on page 51 is set.

Reserved Capabilities Pointer
|31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8|7 6 5 4 3 2 1 O|
Bit(s) Name Description
31-8 |Reserved Reserved.

Used to point to a linked list of new capabilities implemented by this device. The register

7-0 Capabilities Pointer is valid only if bit 20 of 3.1.6: PCINT Config Word 1 on page 35 is set. Bits 0 and 1 are
always ‘0.
The IOP Bus Specific Interface Controller (PCINT) pnr261_3pcint.fm.06
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3.1.16 PCINT Config Word 15

This register is used to communicate interrupt line routing information, tell which interrupt pin this device
uses, and specify the desired setting for Latency Timer values. See bit definitions.

Length 32 bits
Type Read/Write
Address XXXX 003C

Power On Reset Value x‘0001 0100’
(Big Endian)

Power On Reset Value x‘0001 0100’
(Little Endian)

Restrictions Can be written or read during configuration cycle, memory cycle when enabled (see
3.1.18: PCINT Base Address Control Register on page 51), or an I/O cycle. This
register is documented as Big Endian, but how data is presented on the PCI bus
depends on how the controls are set in the PCINT Endian Control Register.

Max_Lat (Read Only) Min_Gnt (Read Only) Interrupt Pin (Read Only) Interrupt Line

| v v v !

|31 30292827262524|232221 20 19 18 17 16|15 14 13 12 11 10 9 8|7 6 5 4 3 2 1 o|

Bit(s) PCI Spec Name Description
This value specifies a period of time in units of 1/4 microsecond. Max_Lat
31-24 7-0 Max_Lat (Read Only) is used for specifying how often this device needs to gain access to the
PCI bus.

This value specifies a period of time in units of 1/4 microsecond. Min_Gnt
23-16 7-0 Min_Gnt (Read Only) is used for specifying how long a burst period this device needs, assuming
a 33MHz clock rate.

15-8 7-0 Interrupt Pin (Read Only) This device used INTA for its PCI bus interrupt. Value of this field is ‘01’.

Software will write the routing information into this register as it initializes

70 70 Interrupt Line and configures the system.

pnr261_3pcint.fm.06 The IOP Bus Specific Interface Controller (PCINT)
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3.1.17 PCINT Endian Control Register

This register allows control and status to the big/little endian address selection. It controls the byte order
across the PCI bus. See bit definitions.

Length 32 bits
Type Read/Write
Address XXXX 0058

Power On Reset Value x‘0000 0000’

Restrictions Can be written or read during configuration cycle, memory cycle when enabled (see
3.1.18: PCINT Base Address Control Register on page 51), or an 1/O cycle.

Reserved See bits 4- 0 Reserved

R v '

|31 30 29|28 27 26 25 24|23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5|

—| «— Byte Swap for Register Accesses (Memory or I/O Space)

w| «— Reverse the byte order for the VPD Data Register

»| «— Byte Swap for Expansion ROM (on-card flash)

no| «— Byte Swap for Configuration Registers

o| «— Byte Swap for Memory

Bit(s) Name Description
31-29 |Reserved Reserved.

28-24 |See bits 4-0 Same as the definitions for bits 4-0.

23-5 |Reserved Reserved.

4 Byte Swap For Expansion ROM | When this bit is set to ‘1°, the bytes of an internal Expansion ROM access (big endian

(on-card flash) view) will be swapped to and from the PCl interface.

3 Reverse the Byte Order for the When this bit is set to 1°, the bytes of the Vital Product Data Interface - Word 2 register
VPD Data Register access will be swapped in reverse order to which bits 2 or 1 are set.

2 Byte Swap for Configuration When this bit is set to 1°, the bytes of an internal Configuration register access (big
Registers endian view) will be swapped to and from the PCl interface.

1 Byte Swap for Register Access When this bit is set to ‘1’, the bytes of an internal register access (big endian view) will be
(Memory or 1/O space) swapped to and from the PCl interface.

When this bit is set to 1’, the bytes of an internal packet/control/virtual memory access

0 Byte Sway for Memory (big endian view) will be swapped to which bits 2 or 1 are set.

The IOP Bus Specific Interface Controller (PCINT) pnr261_3pcint.fm.06
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3.1.18 PCINT Base Address Control Register

This register controls all the base address registers that map to memory. See bit definitions.

Length 32 bits
Type Read/Write
Address XXXX 005C

Power On Reset Value x‘0011 0O00F’

(Big Endian)

Power On Reset Value x‘OF00 1100’

(Little Endian)

Restrictions Can be written or read during configuration cycle, memory cycle when enabled (see
3.1.18: PCINT Base Address Control Register on page 51), or an I/O cycle. This
register is documented as big endian, but how data is presented on the PCI bus
depends on how the controls are set in the PCINT Endian Control Register.

Enforce sequential PCI register writes
Enforce sequential PCI register reads

Reserved

v '

Allow decoding for zero Base Address values

Disable retrying on the 1st cycle of a memory access

Encoded Control for PCINT Base Address 6 (Memory)
Encoded Control for PCINT Base Address 5 (Memory)
Encoded Control for PCINT Base Address 4 (Memory)
Encoded Control for PCINT Base Address 3 (Memory)

Enable writing to special config registers
Disable Incremental Latency time-out retries
Enable PCINT Base Address 1 (I/O for regs)
Enable PCINT Base Address 2 (Mem for regs)

v v v v v l

N <—
w
N <—
N

N <—

—_

|31 30 29 28 27 26 25 24|

N «——
o
o <«
©
o <«
o]
JN 2
3

o «—

6|1514 1312|11 10 9 8|7 6 5 4|3 2 1 o|

Bit(s) Name
31-24 | Reserved

Allow Decoding for Zero Base

23 Address Values

25 Enforce Sequential PCI Register
Writes

21 Enforce Sequential PCI Register

Reads

pnr261_3pcint.fm.06
August 14, 2000

Description
Reserved.

Setting this bit to ‘1’ will enables decoding of a BAR address that is set to ‘0’. Normally,
the PCI specification does not allow for a zero address to be a valid decode.

Setting this bit to ‘1’ ensures that PCI register writes will occur in sequential order of prior
memory accesses or register reads. The cost for doing this is possible extra retry cycles
for accesses not dependent on other posted accesses to complete.

Setting this bit to ‘1’ ensures that PCI register reads will occur in sequential order of prior
memory accesses or register writes. The cost for doing this is possible extra retry cycles
for accesses not dependent on other posted accesses to complete.

The IOP Bus Specific Interface Controller (PCINT)
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Bit(s) Name

Disable Retrying on the 1st Cycle

Preliminary

Description

Setting this bit to ‘1’ disables the retrying of a memory access to PNR. This causes a PCI
spec violation, but not a data integrity problem. It solves the rare problem in which two

20 of a Memory Access masters are accessing Control Memory at the same time and retries happen to both end-
lessly.
19 Enable Writing to Special Config | Setting this bit to ‘1’ enables writing to certain registers that are normally read-only. An
Registers example of this is the vendor and function ID register (PCINT Configuration Word 0).
18 Disable Incremental Latency Setting this bit to ‘1’ disables PCI retries due to cycles taking more than eight cycles on
Time-out Retries burst accesses after the first access.
Setting this bit to ‘1’ enables PCINT Base Address 1 (I/O for registers). This does the
same function as bit 0 in the PCINT Configuration Word 1 register, but also makes the
17 :El/ng?cl)er reC[s’\)lT Base Address PCINT Base Address 1 (I/O for regs) read back ‘0’s even when written to with values. It
9 guards against anything that BIOS code may do to PCINT Configuration Word 1 register
bit 0 if I/O accesses are not desired.
16 Enable PCINT Base Address 2 Setting this bit to ‘1’ enables PCINT Base Address 2 (Mem for regs) so PNR registers can
(Mem for regs) be accessed by PCl memory cycles.
15-12 Encoded Control for PCINT Base
Address 6 (Memory)
Encoded Control for PCINT Base .
11-8 Address 5 (Memory) Same as bits 3-0.
7.4 Encoded Control for PCINT Base
Address 4 (Memory)
Encoding of bits:
X0’ Disable this Base Address.
x1 Configured to respond to a 2 GB address size.
x2’ Configured to respond to a 1 GB address size.
x‘3 Configured to respond to a 512 MB address size.
x4 Configured to respond to a 256 MB address size.
x5’ Configured to respond to a 128 MB address size.
X6’ Configured to respond to a 64 MB address size.
Encoded Control for PCINT Base | * 7 Conf!gured to respond to a 32 MB address s!ze.
30 Address 3 (Memory) x8"  Configured to respond to a 16 MB address size.
X9’ Configured to respond to a 8 MB address size.
XA Configured to respond to a 4 MB address size.
xB Configured to respond to a 2 MB address size.
x'C’ Configured to respond to a 1 MB address size.
xD’ Configured to respond to a 64-KB address size, and enables internal windowing
of memory.
xE’ Configured to respond to a 32-KB address size, and enables internal windowing
of memory.
xF Configured to respond to a 16-KB address size, and enables internal window.
The IOP Bus Specific Interface Controller (PCINT) pnr261_3pcint.fm.06
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3.1.19 PCINT Window Offsets for Base Addresses 3-6

These registers specify the amount of memory space required for this device to operate. See bit definitions.

Length

Type
Address

Power On Reset Value

Restrictions

32 bits

Read/Write

Reg 3 XXXX 0060

Reg 4 XXXX 0064

Reg 5 XXXX 0068

Reg 6 XXXX 006C
x‘0000 0000’

Can be written or read during configuration cycle, memory cycle when enabled (see
3.1.18: PCINT Base Address Control Register on page 51), or an I/O cycle. This
register is documented as big endian, but how data is presented on the PCI bus
depends on how the controls are set in the PCINT Endian Control Register.

Windowing Offset Range Reserved

vV !

|313029282726252423222120191817161514|131211109 8 7 6 5 4 3 2 1 O|

Bit(s)

Name

31-14 |Windowing Offset Range

13-0 | Reserved

pnr261_3pcint.fm.06
August 14, 2000

Description

This register is used to hold the address offset, which is added to the PCI address (when
windowing is enabled) to form the internal memory address. Bits 15 and 14 may or may
not be used, depending on how bits are set in the PCINT Base Address Control Register.
When bit 20 of PCINT Count Timeout Register is set, Window Offset register three can be
updated with the address returned from a good get buffer from POOLS. This will save a
write from code to this register.

When bit 20 of PCINT Count Timeout Register is set, Window Offset register four can be
updated with the address returned from a dequeue from the receive queue. This will save
a write from code to this register.

Reserved.

The IOP Bus Specific Interface Controller (PCINT)
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3.1.20 PCINT Count Timeout Register

This register holds the count limit of PCI slave retry cycles. See bit definitions.

Length 32 bits

Type Read/Write
Address XXXX 0070
Power On Reset Value x‘0300 FFFF’
(Big Endian)

Power On Reset Value x‘FFFF 0003’

(Little Endian)

Restrictions

Preliminary

Can be written or read during configuration cycle, memory cycle when enabled (see

3.1.18: PCINT Base Address Control Register on page 51), or an I/O cycle. This
register is documented as Big Endian, but how data is presented on the PCI bus
depends on how the controls are set in the PCINT Endian Control Register.

[2]
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©
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© 0 » c o
2 6 8 2 2
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i E 5 3 0 9
g €S 80 5 o
= oo pn W
2 v 2 2 9o «®
k%) 5 © 8 o £
8 2 g3 8 2 jon Ti i
Reserved o Reserved § A & A S Slave Transaction Timeout Retry Timeout Count
! v i TR EREER ' '
[31 30 29 28 27|26 25 24|23 22 21[20[19|18[17[16[15 14 13 12 11 10 9 8|7 6 5 4 3 2 1 0|
Bit(s) Name Description
31-27 |Reserved Reserved.
. . The bits can be set to determine how many PCI cycles a register access will wait for an
Register Read Retry Timeout . ;
26-24 Value internal cycle to complete for a read access. It can be programmed to wait for up to seven
cycles. A value of ‘0’ will not timeout this access with a retry.
23-21 |Reserved Reserved.
A Setting this bit to a ‘1’ enables the PCINT Window Offsets for Base Addresses 3-4 to be
20 EngglteeSDynamlc Window Offset updated. See 3.1.19: PCINT Window Offsets for Base Addresses 3-6 on page 53 for
P more information.
19 Disable Register Retry Accesses | Setting this bit to ‘1’ disables PCI retry signaling during a register or primitive access.
18 Disable PCI Locking Function Setting this bit to ‘1’ disables this PCI locking function when set to ‘1’
This bit is for external EPROM code use. When set to ‘1’, it disables all responses to the
17 Disable Slave Machine PCI bus in slave mode. In general, never turn this bit on. Bit 19 of the PCINT Base

Address Control Register must be set before this bit can be changed.

The IOP Bus Specific Interface Controller (PCINT)
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Bit(s) Name

16 Reserved

15-8 | Slave Transaction Timeout

7-0 Retry Timeout Count

pnr261_3pcint.fm.06
August 14, 2000
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Description

Reserved.

These bits hold a value that is used to count the number of PCI clocks times 256 when a
PCI slave cycle is in progress. If the count is reached, due to some internal chip hang
condition, a target abort is issued. A value of ‘0’ disables target aborts from this function.

These bits hold a value that is used to count the number of PCI retries. The maximum
count is 256 times, 16 retries. If the count is reached, a target abort is issued. A value of
‘0’ will disable target aborts from this function.

The IOP Bus Specific Interface Controller (PCINT)
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3.1.21 PCINT 64-bit Control Register

This register contains miscellaneous control bits.

Length 32 bits

Type Read/Write

Address XXXX 0078

Power On Reset Value x‘0000 0XXX’, where the ‘X’ values depend on whether bit 0 is set and values of the
(Big Endian) enable bits in PCINT 64-bit Enable Register.

Power On Reset Value x‘XX0X 0000’, where the ‘X’ values depend on whether bit 0 is set and values of the
(Little Endian) enable bits in PCINT 64-bit Enable Register.

Restrictions Can be written or read during configuration cycle, memory cycle when enabled (see

3.1.18: PCINT Base Address Control Register on page 51), or an I/O cycle. This
register is documented as big endian, but how data is presented on the PCI bus
depends on how the controls are set in the PCINT Endian Control Register.

| <« Enable Slave Memory Swap Word mode
_.| «— Enable 64bit data phase parity checking

o| «— Enable Slave Register Swap Word mode

()]
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Reserved S 5 UCJUCJE 3
v EEEEERE v
‘31302928272625242322212019181716151413121110 9|8|7| |5|4|3| | |o|
Bit(s) Name Description

31-9 | Reserved Reserved.

This bit set to ‘1" will enable master 64-bit data path for dma transfers. This does the
8 Enable Master 64-Bit Data Path | same as bit 0 (only inverted) of the 3.1.26: PCI Master Options Control on page 62 but
with the added control of 3.1.22: PCINT 64-bit Enable Register on page 57.

This bit set to ‘1’ will enable master 64-bit addressing. When this bit is set, the DMA
descriptor formats changes such that an extra DWORD of addressing must be added.
Also, the DMAQS enque register address changes such that x4’ will be subracted.
(Example would be x‘06a4’ would become x‘06a0’)

7 Enable Master 64-Bit Addressing

Enable Slave Register Swap Word | This bit set to ‘1’ will enable word swapping of the each of the four groups of data bytes in

6 Mode an eight-byte register transfer.
5 Enable Slave 64-Bit Data Path This bit set to ‘1’ will enable the slave 64-bit data path for registers and packet/control/vir-
tual memory.
The IOP Bus Specific Interface Controller (PCINT) pnr261_3pcint.fm.06
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Bit(s) Name Description

This bit set to ‘1’ will enable slave 64-bit addressing, making base addresses 1 and 2
available for register accesses (memory cycles only) and base addresses 3 and 4 avail-
able for packet/control/virtual memory. This mode is unrelated to DMA addressing (bit 7
of this register). The base address registers (BAR) will now all be 64 bits in size. When
the higher order 4 bytes of these registers are zero, that means that they will be operating
in a 32-bit addressing environment.

4 Enable Slave 64-Bit Addressing

This bit set to ‘1’ will cause the AD(63-32) PCI drivers to force to tri-state unless a 64-bit

3 PCI AD(63-32) Driver Control access is occurring. Otherwise, when set to ‘0’, the drivers will always drive active.

Enable Slave Memory Swap Word | This bit set to ‘1’ will enable word swapping of the each of the four groups of data bytes in
Mode an eight-byte slave memory transfer through BCACH.

Enable 64-Bit Data Phase Parity | This bit set to ‘1" will enable the data phase parity checking on bits 32 to 63 of the AD PCI
Checking bus.

This bit will set when the REQ64 1/O pin was low bus when RST went inactive. This bit is
0 64-Bit Slot Detected a read-only status bit. This bit on, combined with the status of the corresponding bit in the
PCINT 64-bit Enable Register will determine the value of other bits in this register.

3.1.22 PCINT 64-bit Enable Register

See 3.1.21: PCINT 64-bit Control Register on page 56 for the bitwise description that the corresponding bit in
this register will enable (a value of ‘1’ means enabled). Any bit in this register ANDed with bit 0 of PCINT 64-
bit Control Register will determine if the other bits in PCINT 64-bit Control Register are set.

Length 32 bits
Type Read/Write
Address XXXX 0088

Power On Reset Value x‘0000 0008’
(Big Endian)

Power On Reset Value x‘0800 0000’
(Little Endian)

Restrictions Can be written or read during configuration cycle, memory cycle when enabled (see
3.1.18: PCINT Base Address Control Register on page 51), or an I/O cycle. This
register is documented as big endian, but how data is presented on the PCI bus
depends on how the controls are set in the PCINT Endian Control Register.

pnr261_3pcint.fm.06 The IOP Bus Specific Interface Controller (PCINT)
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3.1.23 PCINT Perf Counters Control Register

This register contains control bits for the PCINT performance Counter 1 and PCINT Performance Counter 2.

Length 32 bits
Type Read/Write
Address XXXX 007C

Power On Reset Value x‘0000 0000’
(Big Endian)

Power On Reset Value x‘0000 0000’
(Little Endian)

Restrictions Can be written or read during configuration cycle, memory cycle when enabled (see
3.1.18: PCINT Base Address Control Register on page 51), or an I/O cycle. This
register is documented as big endian, but how data is presented on the PCI bus
depends on how the controls are set in the PCINT Endian Control Register.

Data Transfer Width Control - Counter 2

Master/Slave Types - Counter 2
Master/Slave Types - Counter 1

Data Transfer Width
Control - Counter 1

Data Direction - Counter 2
Data Direction - Counter 1
Cycles Types - Counter 2
Cycles Types - Counter 1

<— Inject Inverted Par64

585 Y

< ° o)

o] 2 3

()] P —

N A 3 v v v v v
|31 30 29|28|27|26|25|24|23 22|21 20|19|18|17 16|15 14 13 12|11 10 9 8|7 6 5 4|3 2 1 o|
Bit(s) Name Description
31-29 |Reserved Reserved.

This bit on will make the target respond with a target abort sequence, provided all the

28 Inject Target Abort other conditions are set correctly in this register.

This bit on will invert the value of PCI PAR64, provided all the other conditions are set

27 Inject Inverted Par64 correctly in this register.

This bit on will invert the value of PCI PAR, provided all the other conditions are set cor-

26 Inject Inverted Par rectly in this register.
o5 Iniect Serr This bit on will flow a PCI Serr, provided all the other conditions are set correctly in this
! register. Bit 8 of the PCINT Config Word 1 does not need to be set to cause this condition.
24 Iniect Perr This bit on will flow a PCI Perr, provided all the other conditions are set correctly in this
! register. Bit 6 of the PCINT Config Word 1 does not need to be set to cause this condition.
23.00 Data Transfer Width Control - These bits will determine which kind of cycle to count based on the transfer size for
Counter 2 counter 2. See bits 21-20.
The IOP Bus Specific Interface Controller (PCINT) pnr261_3pcint.fm.06
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21-20 Data Transfer Width

Control - Counter 1

19 Data Direction - Counter 2

18 Data Direction - Counter 1

17-16 | Counter Modes

15-12 |Master/Slave Types - Counter 2

11-8 | Cycles Types - Counter 2

7-4 Master/Slave Types - Counter 1

3-0 | Cycles Types - Counter 1

pnr261_3pcint.fm.06
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Description

These bits will determine which kind of cycle to count based on the
transfer size for counter 1.

x'0’ All transfers
X1’ 32 bit transfers only
X2’ 64 bit transfers only

x'3 Enable Data Direction (bits 18 or 19)

These bits will determine which kind of cycle to count based on the data direction - in or
out of the PNR for counter 2.

These bits will determine which kind of cycle to count based on the data direction - in or
out of the PNR for counter 1.

X0’ Data In
x'1’ Data Out

These bits will determine which kind of mode both counters will operate in.
X0’ Stop on overflow

x‘1’ Interrupt on wrap
X2’ Event on wrap
x‘3 Inject active errors on overflow

These bits determine which kind of PCI cycle owners to be counted for counter 2. See bits
7-4.

These bits determine what kind of PCI events are to be counted for counter 2. See Bits 3-
0.

These bits determine which kind of PCI cycle owners to be counted for counter 1.
X0’ All Devices on the PCI bus

x1’ All Devices but PNR

X2’ PNR only (master or slave)

x‘3 PNR master

x4’ PNR slave (all types)

x5’ PNR slave register accesses

X6’ PNR slave memory accesses

These bits will determine what kind of PCI events are to be counted for counter 1.
X0’ Off

x1 All PCI clock cycles

x2’ Active PCI bus cycles (frame + irdy + trdy)

X3 PCI Data Xfer Opportunities ((irdy + trdy) & devsel)

x4 PCI Data Xfers (irdy & trdy)

x5’ PCI Retries (irdy & no trdy & devsel & stop)

X6’ PCI Address Phase (frame & not frame delayed)

X7 PCI Disconnects (irdy & trdy & devsel & stop)

The IOP Bus Specific Interface Controller (PCINT)
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3.1.24 PCINT Perf Counter 1

This register contains PCI performance counter 1.

Length 32 bits
Type Read/Write
Address XXXX 0080

Power On Reset Value x‘0000 0000’
(Big Endian)

Power On Reset Value x‘0000 0000’
(Little Endian)

Restrictions Can be written or read during configuration cycle, memory cycle when enabled (see
3.1.18: PCINT Base Address Control Register on page 51), or an I/O cycle. This
register is documented as big endian, but how data is presented on the PCI bus
depends on how the controls are set in the PCINT Endian Control Register.

Counter 1
|3130292827262524232221 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O|
Bit(s) Name Description
31-0 | Counter 1 See 3.1.23: PCINT Perf Counters Control Register on page 58 for information on how this

counter will increment.

The IOP Bus Specific Interface Controller (PCINT) pnr261_3pcint.fm.06
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3.1.25 PCINT Perf Counter 2

This register contains PCI performance counter 2.

Length 32 bits
Type Read/Write
Address XXXX 0084

Power On Reset Value x‘0000 0000’
(Big Endian)

Power On Reset Value x‘0000 0000’
(Little Endian)

Restrictions Can be written or read during configuration cycle, memory cycle when enabled (see
3.1.18: PCINT Base Address Control Register on page 51), or an I/O cycle. This
register is documented as big endian, but how data is presented on the PCI bus
depends on how the controls are set in the PCINT Endian Control Register.

Counter 2
|31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O|
Bit(s) Name Description
31-0 | Counter 2 See 3.1.23: PCINT Perf Counters Control Register on page 58 for information on how this

counter will increment.
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3.1.26 PCI Master Options Control

This register contains the control register when the PNR is the PCI master.

Length 32 bits
Type Read/Write
Address XXXX 008C

Power On Reset Value x‘0000 0000’
(Big Endian)

Power On Reset Value x‘0000 0000’
(Little Endian)

Restrictions None

Encoded Control for DMA reads

<« Disable master detected parity errors to GPDMA

w| ¢« Disable master detected target abort errors to GPDMA

| ¢ Disable master detected perr errors to GPDMA
©

w| ¢ Disable devto errors to GPDMA

g

o 2 o §N

2 g ¢ 222288 489

s s 555859 & E

3 3 Reserved Arbitration priorit T35 L8838 B3

o i priority S C A CeC g < <

vy vl Iy A
|1|o| |28|27|26|25 24|23 22 21 20 19 18 17 16|15 14 13 12 11 10 9 8|7|6|5|4|3|2|1|O|

Bit(s) Name Description
31 Disable Devto Errors to GPDMA | Setting this bit to ‘1’ will disable device timeout errors from stopping a GPDMA transfer.

Disable Master Detected Target | Setting this bit to ‘1’ will disable master detected target abort errors from stopping a

30 Abort Erors to GPDMA GPDMA transfer.
Disable Master Detected Perr Setting this bit to ‘1’ will disable master detected perr errors from stopping a GPDMA
29
Errors to GPDMA transfer.
28 Reserved Reserved.
Disable Master Detected Parity Setting this bit to ‘1’ will disable master detected parity errors from stopping a GPDMA
27
Errors to GPDMA transfer
26 Reserved Reserved.
The IOP Bus Specific Interface Controller (PCINT) pnr261_3pcint.fm.06
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Bit(s) Name

25-24 | Encoded Control for DMA Reads

23-16 | Reserved

15-8 | Arbitration Priority

VsHurryUp
RqHurryUp
PrHurryUp
Rd8Bytes

Reserved

N WA N

4Byte32
1 A32SwapWords
0 Assume32

pnr261_3pcint.fm.06
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Description
Encoding of bits:
x0’ Let the PNR pick the best memory read command based on the cacheline size
bits and the DMA count.
x‘1 Fix the read DMA command to Memory Read Multiple.
X2’ Fix the read DMA command to Memory Read Line.

x‘3 Fix the read DMA command to Memory Read.
Reserved.

PCI master will cease using a default round-robin scheme for internal requestor arbitra-
tion if these bits are not all ‘0’. Bits 15-14 are the priority level for GPDMA. Bits 13-12 are
the priority level for PCORE. Bits 11-10 are the priority level for RXQUE. Bits 9-8 are the
priority level for INTST. Valid levels are 3, 2, 1, and 0. Only 4 levels can be used.

PCI master will inform GPDMA to HurryUp if VSTAT is waiting.
PCI master will inform GPDMA to HurryUp if RXQUE is waiting.
PCI master will inform GPDMA to HurryUp if PCORE is waiting.
PCI master will force all byte enables active for reads.
Reserved.

PCI master will transfer a four-byte DMA as a 32-bit transfer.
PCI master will always swap words for any Assume32 transfer.

PCI master will not request a 64-bit transfer.

The IOP Bus Specific Interface Controller (PCINT)
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3.1.27 Power Management Program Control

This register contains the control register for power management signalling.

Length 32 bits
Type Read/Write
Address XXXX 0090

Power On Reset Value x‘0000 0000’
(Big Endian)

Power On Reset Value x‘0000 0000’
(Little Endian)

Restrictions Can be written or read during configuration cycle or memory cycle when enabled
(see 3.1.18: PCINT Base Address Control Register on page 51), or as an /O cycle.
This register is documented as big endian, but how data is presented on the PCI
bus depends on how the controls are set in the PCINT Endian Control Register.

o| «— Enable External PME Input

Set External PME Input Receiver Polarity

sserted Ext_ PME PowerStates
—| «— Set PME Driver Behavior

Reserved

|76543|

Reserved

i e R

|31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16|15 14|13 12|11 1o| 9

Deasserted Ext_PME PowerStates

Reserved

o| «— Turn on Power Management Event (PCI PME)

no| «— Enable PowerState Change Interrupt

Bit(s) Name Description
31-16 |Reserved Reserved.

rarrwr These bits reflect what power state the Ext_PME pin will indicate that it is in when the
15-14 | Asserted Ext_PME PowerStates Ext_PME is asserted.

Deasserted Ext_PME Power- These bits reflect what power state the Ext_PME pin will indicate that it is in when the

13-12 States Ext_PME is de-asserted. Also, these are the default bits read back for the pmi2 power-
states bits 1-0 when Ext_PME is not enabled.
11-10 | Reserved Reserved.
9 Set External PME Input Receiver | Setting this bit to "1’ will make the chip input called Ext_PME to be used as a positive

Polarity active signal. Otherwise it is negative active.

Setting this bit to *1” will enable the chip input called Ext_PME to be used as a source to

8 Enable External PME Input driver the PM state.

7-3 Reserved Reserved.

The IOP Bus Specific Interface Controller (PCINT) pnr261_3pcint.fm.06
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Bit(s) Name Description
5 Enable PowerState Change Inter- | Setting this bit to "1’ will enable a change of power states to cause an interrupt bit to turn

rupt onin INTST.

Setting this bit to ’1” will make the PME driver behave like a push-pull driver. Setting this

Set PME Driver Behavior bit to ’0’ will make the PME driver behave like an open-drain.

—_

Turn on Power Management

Event (PCI PME) Setting this bit will assert the PCI bus signal PME.

3.1.28 Message Signaled Interrupts-Word 1

This register contains the part of the Message Signaled Interrupts structure. See bit definitions.

Length 32 bits
Type Read Only/Read/Write
Address XXXX 00CO

Power On Reset Value x‘0082 D005’
(Big Endian)

Power On Reset Value x‘05D0 8200’
(Little Endian)

Restrictions Cannot be written unless by external EPROM, or the PCI config space override
write bit is on.

Message Control Next Pointer Capability ID

v v . = !

|31302928272625242322212019181716|1514131211 10 9 8|7 6 5 4 3 2 1 O|

Bit(s) Name Description

See PCI spec revision 2.2 for more details. Bits 31-24 are 0, and bit 23 is 1. Bits 22-20 are
31-16 |Message Control the Multiple Message Enable field, and bits 19-17 are the Multiple Message Capable field.
Bit 16 is MSI Enable. Only bits 16, 20, 21, and 22 are writable.

15-8 | Next Pointer Pointer to the next item in the capabilities list.
7-0 | Capability ID Set to 05h to identify this function as Message Signaled Interrupt capable.
pnr261_3pcint.fm.06 The IOP Bus Specific Interface Controller (PCINT)

August 14, 2000 Page 65 of 706



IBM32NPCXX1EPABBEG66

IBM Processor for Network Resources Preliminary
3.1.29 Message Signaled Interrupts-Word 2
This register contains the part of the Message Signaled Interrupts structure. See bit definitions.
Length 32 bits
Type Read/Write
Address XXXX 00C4
Power On Reset Value x‘0000 0000’
(Big Endian)
Power On Reset Value x‘0000 0000’
(Little Endian)
Restrictions None
Message Address
! l

|313029282726252423222120191817161514131211109 8 7 6 5 4 3 2 1 O|

Bit(s) Name Description

See PCI spec revision 2.2 for more details. Bits 31-24 are ‘0’, and bit 23 is ‘1’. Bits 22-20
31-0 |Message Address are the Multiple Message Enable field, and bits 19-17 are the Multiple Message Capable

field. Bit 16 is MSI Enable. Only bits 16, 20, 21, and 22 are writable.

The IOP Bus Specific Interface Controller (PCINT)
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3.1.30 Message Signaled Interrupts-Word 3

This register contains the part of the Message Signaled Interrupts structure. See bit definitions.

Length 32 bits
Type Read/Write
Address XXXX 00C8

Power On Reset Value x‘0000 0000’
(Big Endian)

Power On Reset Value x‘0000 0000’
(Little Endian)

Restrictions None

Message Upper Address

! '

|313029282726252423222120191817161514131211109 8 7 6 5 4 3 2 1 O|

Bit(s) Name Description

See PCI spec revision 2.2 for more details. Bits 31-0 hold the upper 32 bits of system

810 Message Upper Address address for the MSI memory write DMA transaction.

pnr261_3pcint.fm.06 The IOP Bus Specific Interface Controller (PCINT)
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3.1.31 Message Signaled Interrupts-Word 4

This register contains the part of the Message Signaled Interrupts structure. See bit definitions.

Length 32 bits
Type Read/Write
Address XXXX 00CC

Power On Reset Value x‘0000 0000’
(Big Endian)

Power On Reset Value x‘0000 0000’
(Little Endian)

Restrictions None
Reserved Message Data
v v o4 }
‘31 30 29 28 27 26 25 24 23 22 21 2019181716|1514131211 10 9 8 7 6 5 4 3 2 1 O|
Bit(s) Name Description
31-16 |Reserved Reserved.

See PCI spec revision 2.2 for more details. Bits 15-0 hold the data for the MSI memory

15-0 |Message Data write DMA transaction.

The IOP Bus Specific Interface Controller (PCINT) pnr261_3pcint.fm.06
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3.1.32 Power Management Interface-Word 1

This register contains the part of the Power Management Interface structure. See bit definitions.

Length 32 bits
Type Read Only
Address XXXX 00DO0

Power On Reset Value x‘0000 0000’
(Big Endian)

Power On Reset Value x‘0000 0000’
(Little Endian)

Restrictions Cannot be written unless by external EPROM, or the PCI config space override
write bit is on.

Power Management Capabilities Next Pointer Capability ID

! ! ' !

|31302928272625242322212019181716|1514131211 10 9 8|7 6 5 4 3 2 1 O|

Bit(s) Name Description

See PCI Bus Power Management Interface Spec, Version 1.0 for more details. Bits 31-27
are for PME_Support. Bit 26 is for D2_Support. Bit 25 is for D1_Support. Bits 24-22 are
reserved. Bit 21 is the Device Specific Initialization bit. Bit 20 is reserved. Bit 19 is for
PME Clock. Bits 18-16 are version compliance level.

31-16 |Power Management Capabilities

15-8 | Next Pointer Pointer to the next item in the capabilities list.
7-0 | Capability ID Set to x'01’ to identify this function as PCI Bus Power Management Interface.
pnr261_3pcint.fm.06 The IOP Bus Specific Interface Controller (PCINT)
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3.1.33 Power Management Interface-Word 2

This register contains the part of the Power Management Interface structure. See bit definitions.

Length 32 bits
Type Read Only/Read Clear/Read Write
Address XXXX 00D4

Power On Reset Value x‘0000 0000’
(Big Endian)

Power On Reset Value x‘0000 0000’
(Little Endian)

Restrictions None
Reserved Power Management Capabilities
‘31 30 29 28 27 26 25 24 23 22 21 2019181716|1514131211 10 9 8 7 6 5 4 3 2 1 O|
Bit(s) Name Description
31-16 |Reserved Reserved.

See PCI Bus Power Management Interface Spec Version 1.0 for more details. Bit 15 is
15-0 | Power Management Capabilities | for PME_Status. Bit 14-13 are not used. Bits 12-9 are not used. Bit 8 is PME_En. Bits 7-2
are reserved. Bit 1-0 are the PowerState.

The IOP Bus Specific Interface Controller (PCINT) pnr261_3pcint.fm.06
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3.1.34 Vital Product Data Interface-Word 1

This register contains the part of the Vital Product Data Interface structure. See bit definitions.

Length 32 bits
Type Read Only/Read Write
Address XXXX 00D8

Power On Reset Value x‘0000 0003’
(Big Endian)

Power On Reset Value x‘0300 0000’
(Little Endian)

Restrictions Cannot be written unless by external EPROM, or if the PCI config space override
write bit is on.

Flag Bit

VDP Address Next Pointer Capability ID

v i v vy v

|31|30292827262524232221 20 19 18 17 16|15 14 13 12 11 10 9 8|7 6 5 4 3 2 1 o|

Bit(s) Name Description

See PCI Spec Revision 2.2, Appendix 1 for more details. Read/Write Flag bit. For VPD
reads, this bit is set to ‘0’ and the VPD Address is set. When the hardware sets the bit to

31 Flag Bit ‘1’, valid VPD data can be read. For VPD writes, the VPD Data is written first. Then this bit
is set to ‘1’, along with the VPD Address. The write is active until the hardware resets this
bit.

The field translates into the external EPROM address. See PCI Spec Revision 2.2,
80-16 |VDP Address Appendix 1 for more details.
15-8 | Next Pointer Pointer to the next item in the capabilities list.
7-0 | Capability ID Set to 03h to identify this function as Vital Product Data Interface.
pnr261_3pcint.fm.06 The IOP Bus Specific Interface Controller (PCINT)
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3.1.35 Vital Product Data Interface-Word 2

This register contains the part of the Vital Product Data Interface structure. See bit definitions.

Length 32 bits
Type Read/Write
Address XXXX 00DC

Power On Reset Value x‘0000 0000’
(Big Endian)

Power On Reset Value x‘0000 0000’
(Little Endian)

Restrictions None

VPD Data

! '

|313029282726252423222120191817161514131211109 8 7 6 5 4 3 2 1 O|

Bit(s) Name Description

See PCI Spec Revision 2.2, Appendix 1 for more details. Four bytes of data are always

81-0 |VPD Data read or written through this data field.
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3.2 General Purpose DMA (GPDMA)

This entity provides DMA control between System Memory and PNR Packet Memory.

DMA transfers must be enabled in the GPDMA control registers for transmit and/or receive. There are two
ways to initiate DMA transfers. The first is by directly writing the Source Address, Destination Address, and
Transfer Count and Flag Registers. The second is by using DMA descriptors and enqueueing them using
DMAQS. These two methods should not be used simultaneously. If using descriptors, refer to the DMAQS
section beginning on 3.5 DMA Queues (DMAQS) on page 115 for more information.

DMA transfers to system I/O space are not allowed.

3.2.1 GPDMA Interrupt Status Register

This register indicates the source(s) of the interrupt(s) pending, or is used as a status register when the bits
are enabled.

Length 32 bits
Type Clear/Set
Address XXXX 0108 and 010C

Power On Reset Value x‘0000 0000’

Restrictions None
w 5 2
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Reserved SRR A A TR
[31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9[8[|7[6[5[4[3|2]1]0]|
Bit(s) Name Description
31-9 | Reserved Reserved.
8 DMA Transaction Timeout The DMA Transaction Timeout specified in the GPDMA Interrupt Enable timed out.
7 DMA Command Error gn |pvalld transfer was described by the value loaded into the Transfer Count and Flag
egister.
6 Reserved Reserved.
5 Reserved Reserved.
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Bit(s) Name Description

4 Zero Length DMA Request from | DMAQS has requested a DMA with a length of zero. This bit is for information use only.
DMAQS This bit is not an error that will prevent GPDMA from processing additional DMA requests.

3 Error Occurred During Receive Hardware errors occurred during the last transfer. The transfer stopped after detecting the
Transfer error.

2 Error Occurred During Transmit | Hardware errors occurred during the last transfer. The transfer stopped after detecting the
Transfer error.

1 Receive Transfer Complete The receive transfer is complete.

0 Transmit Transfer Complete The transmit transfer is complete.

3.2.2 GPDMA Interrupt Enable Register

This register allows the user to enable interrupts for each of the conditions reported in the GPDMA Interrupt
Status Register. Each bit corresponds to the same bit in the status register and when set to ‘1’ generates an
interrupt from GPDMA to INTST if the condition is detected.

Length 32 bits
Type Clear/Set
Address XXXX 0110 and 0114

Power On Reset Value x‘0000 009C’

Restrictions None

General Purpose DMA (GPDMA) pnr261_4gpdma.fm.06
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3.2.3 GPDMA Control Register
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Used to set options for DMA operations.

Length 32 bits
Type Clear/Set
Address

XXXX 0118 and 011C

Power On Reset Value x‘0088 00C7’

Restrictions None
8
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Bit(s)
31
30
29
28
27
26
25
24

23-20

19-16

15-9

Name
Assume 64 Descriptor
Assume 32 Descriptor
Assume 64 Queue 2
Assume 32 Queue 2
Assume 64 Queue 1
Assume 32 Queue 1
Assume 64 Queue 0

Assume 32 Queue 0

PCI Transfer Threshold

Memory Transfer Threshold

DMA Transaction Timeout

pnr261_4gpdma.fm.06
August 14, 2000

Description
Assume 64-bit PCI Interface for Descriptor Transfers.
Assume 32-bit PCI Interface for Descriptor Transfers.
Assume 64-bit PCI Interface for Queue 2 Transfers.
Assume 32-bit PCI Interface for Queue 2 Transfers.
Assume 64-bit PCI Interface for Queue 1 Transfers.
Assume 32-bit PCI Interface for Queue 1 Transfers.
Assume 64-bit PCI Interface for Queue 0 Transfers.
Assume 32-bit PCI Interface for Queue 0 Transfers.

The value of these bits multiplied by eight determines the number of bytes that must be
ready to transfer before a DMA transfer is initiated on the PCI bus. This can be used to
tune the performance of the PCI bus. If the number of bytes left to transfer is less than the
threshold, the transfer will start when all remaining bytes are ready to be transferred.

The value of these bits multiplied by eight determine the number of bytes that must be
ready to transfer before a transfer is initiated on the internal memory bus. This can be
used to tune the performance of the memory subsystem.

These bits hold a value that is used to count the number of cycles that an unacknowl-
edged DMA cycle is in progress. If the count is reached, due to an internal chip hang con-
dition, the DMA is terminated. A value of ‘0’ disables this function.

General Purpose DMA (GPDMA)
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Bit(s) Name Description

This field controls word swapping for data being transferred to PCINT. The word swap-
ping is done as part of endian alignment. The bits are defined as follows:

00 No Swap: The 32-bit words being transferred will not be swapped by PCINT.

8-7 |Word Swap Mode 01 Swap: The 32-bit words being transferred will always be swapped by PCINT.
10 Endian Swap: The words will be swapped if byte swapping is being done.
11 Anti-endian Swap: The words will be swapped if byte swapping is not being
done.

When this bit is set, the internal array cannot be read or written. This can be used to
6 Disable access to internal array | ensure that the array is not inadvertently read or written while DMAs are in progress,
causing unpredictable results.

Enable limiting DMA burst to This bit on causes a DMA burst to terminate upon crossing a cache line boundary of the
cache line size PCI target.

This field indicates the cache line size if aligning DMAs to the cache line size of the PCI
target (see bit 5).

. . 00 32 bytes
4-3 PCI target cache line size

01 64 bytes
10 128 bytes
11 256 bytes

This bit on causes a re-arbitrate request from PCI to immediately stop moving data and
2 Data Transfer Break Type resurface a new request to move the remainder of the data. When reset, GPDMA stops
data movement at the next Cache line boundary.

1 Enable Receive DMAs This bit on enables DMA transfers out of the PNR.
0 Enable Transmit DMAs This bit on enables DMA transfers into the PNR.

3.2.4 GPDMA Source Address Register

Used to set and keep track of the Source Address during a DMA transfer. This is the system address that
increments during a DMA transfer. A bit in the Transfer Count and Flag Register determines if the source
address is internal to the PNR or is a system address.

Length 64 bits
Type Read/Write
Address XXXX 0128

Power On Reset Value x‘0000 0000 0000 0000’

Restrictions None

General Purpose DMA (GPDMA) pnr261_4gpdma.fm.06
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3.2.5 GPDMA Destination Address Register

Used to set and keep track of the Destination address during a DMA transfer. This is the Destination address

that increments during a DMA transfer. A bit in the Transfer Count and Flag Register determines if the desti-
nation address is internal to the PNR or is a system address.

Length 64 bits
Type Read/Write
Address XXXX 0130

Power On Reset Value x‘0000 0000 0000 0000’

Restrictions None

pnr261_4gpdma.fm.06 General Purpose DMA (GPDMA)
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3.2.6 GPDMA Transfer Count and Flag Register

Specifies the type and number of bytes transferred during a DMA transfer. The lower 16 bits are a counter of
the number of bytes transferred during a DMA transfer. It is a count down counter; when zero is reached, the
transfer ends. Writing a non-zero value to the lower 16 bits starts the DMA transfer. The upper 16 bits specify
the type of transfer as follows.

Length 32 bits
Type Read/Write
Address XXXX 0138

Power On Reset Value x‘0000 0000’

Restrictions None

Byte Transfer Count

<«— Reserved

:] Reserved

™ |«— Reserved

!

16|15141312111098765432 1 O|

N |«— Register/Memory Destination Address

D |«— System/PNR Destination Address
J |«— Register/Memory Source Address
«— System/PNR Source Address

o |«— Data/Address Source Address

N |«— Little Endian Mode

™ [«— Reserved
N |«— Hold Mode
¥ [«— Reserved
N |«— Assume 64
R |[«— Assume 32

™ |[«— Reserved

[31 30]

-
o]

Bit(s) Name Description

31-30 Reserved These bits must be ‘0’
29 Reserved Reserved.
28 Reserved Reserved.

When this bit is written to ‘0’, this DMA channel operates in big endian mode. When ‘1’ it
27 Little Endian Mode operates in little endian mode. When in little endian mode, both the source and destina-
tion must be aligned on four-byte boundaries.

26 Reserved Reserved.

When set, bits 28-29 are redefined to allow the source or destination address to be held

o5 Hold Mode instead of incremented. Bit 29 becomes the hold destination address and bit 28 becomes
the hold source address. The address being held must be a register address. When hold-
ing, the maximum length is 240 bytes.

24 Reserved Reserved.
23 Assume 64 Assume the PCI Interface is 64 bits wide.
22 Assume 32 Assume the PCI Interface is 32 bits wide.

If this bit is set, the destination address is a register address. If this bit is not set, the des-

21 gggtlisr:g{i/merdod?ess tination address is a memory address. If the destination address is a system address, this
bit should cleared. /0 DMA cycles on the PCI bus are not implemented.
General Purpose DMA (GPDMA) pnr261_4gpdma.fm.06
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Bit(s) Name
20 System/PNR Destination Address

19 Data/Address Source Address
18 Reserved

Register/Memory
Source Address

16 System/PNR Source Address

15-0 | Byte Transfer Count

IBM32NPCXX1EPABBEG6G6
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Description

If this bit is set, the destination address is a PCI bus address. If this bit is not set, the des-
tination address is internal to the chip.

If this bit is set, the Source Address Register contains the source data. If this bit is not set,
the Source Address Register contains the source address.

Reserved.

If this bit is set, the source address is a register address. If this bit is not set, the source
address is a memory address. If the source address is a system address, this bit should
cleared. I/O DMA cycles on the PCI bus are not implemented.

If this bit is set, the source address is a PCI bus address. If this bit is not set, the source
address is internal to the chip.

These bits indicate the number of bytes to transfer. A non-zero value in this field starts the
DMA transfer.

3.2.7 GPDMA DMA Max Burst Time

Used to limit the number of cycles a master can burst on the PCl bus. When a DMA burst is started, a counter
is loaded with the value in this register. When the counter expires and the current access completes, the PCI
bus is released for use by another bus master. Writing a non-zero value to this register enables this function.

Length 32 bits
Type Read/Write
Address XXXX 0158

Power On Reset Value x‘0000 0000’

Restrictions None

Bit(s) Name
31-24 | Reserved

23-0 | Maximum Burst Time

pnr261_4gpdma.fm.06
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Description
Reserved.

Maximum Burst Time.
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3.2.8 GPDMA Maximum Memory Transfer Count

Used to limit the size of data requests to the Control/Packet Memories. This register defines the maximum
number of bytes to be transferred in a single storage request to PNR Storage.

Length 32 bits
Type Read/Write
Address XXXX 0150

Power On Reset Value x‘0000 0040’

Restrictions None
Bit(s) Name Description
31-7 | Reserved Reserved.

6-0 Maximum Memory Transfer Value | Maximum number of bytes transferable in a single request to PNR Storage.

3.2.9 GPDMA Checksum Register

This register contains the accumulated checksum value. It can also be used to initialize the checksum with a
seed value. The most significant bit contains the alignment state (1 = odd, 0 = even alignment). This register
can be read at four different addresses. The base address returns the unmodified accumulated checksum.
The base address + 4 returns the inverted accumulated checksum. The base address + 8 returns the byte-
swapped accumulated checksum. The base address + 12 returns the inverted byte-swapped accumulated
checksum.

Length 32 bits
Type Read/Write
Address XXXX 0160

Power On Reset Value x‘0000 0000’

Restrictions None
Bit(s) Name Description
31-17 | Reserved Reserved.
16-0 |Checksum Accumulated checksum.
General Purpose DMA (GPDMA) pnr261_4gpdma.fm.06
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3.2.10 GPDMA Read DMA Byte Count

This register counts the bytes transferred into the PNR by the DMA controller. Descriptor bytes can be
included as options. (See the 3.2.3 GPDMA Control Register on page 75 for details.)

Length 32 bits
Type Read/Write
Address XXXX 0178

Power On Reset Value x‘0000 0000’

Restrictions None

3.2.11 GPDMA Write DMA Byte Count

This register counts the bytes transferred out of the PNR by the DMA controller.

Length 32 bits
Type Read/Write
Address XXXX 017C

Power On Reset Value x‘0000 0000’

Restrictions None
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3.2.12 GPDMA Array Read Address

This register is used to read the GPDMA internal array. The internal array is used to hold data for the DMA.
The array is organized as 64 32-bit words. The GPDMA Array Read Address is written with the address of the
word that is to be read. The GPDMA Array Data Register is read to obtain the contents of the addressed
word. The GPDMA Array Read Address is incremented each time the GPDMA Array Data Register is read,
causing repeated reads of the GPDMA Array Data Register to obtain sequential words from the array.

Length 32 bits
Type Read/Write
Address XXXX 0140

Power On Reset Value x‘0000 0000’

Restrictions This address space is for diagnostic use only. It should not be read or written during
normal operation. The low order two bits of GPDMA Array Read Address are place
holders and are ignored. They should be set to ‘0’.

Bit(s) Name Description
31-8 |Reserved Reserved.
7-0  |Array Read Address GPDMA Array Read Address

3.2.13 GPDMA Array Write Address

This register is used to write the GPDMA internal array. The internal array is used to hold data for the DMA.
The array is organized as 64 32-bit words. The GPDMA Array Write Address is written with the address of the
word that is to be written. The GPDMA Array Data Register is written to write the addressed word. The
GPDMA Array Write Address is incremented each time the GPDMA Array Data Register is written, causing
repeated writes of the GPDMA Array Data Register to write sequential words in the array.

Length 32 bits
Type Read/Write
Address XXXX 0144

Power On Reset Value x‘0000 0000’

Restrictions This address space is for diagnostic use only. It should not be read or written during
normal operation. The low order two bits of GPDMA Array Read Address are place
holders and are ignored. They should be set to ‘0’.

Bit(s) Name Description
31-8 |Reserved Reserved.
7-0  |Array Write Address GPDMA Array Write Address.
General Purpose DMA (GPDMA) pnr261_4gpdma.fm.06
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3.2.14 GPDMA Array

Reads the contents of the internal array. The internal array is used to hold data for the DMA.

Length 64 words x 32 bits
Type Read/Write
Address XXXX 0148

Power On Reset Value x‘0000 0000’

Restrictions This address space is for diagnostic use only. It should not be read or written during
normal operation. The array is read/written at the location indicated by the GPDMA
Array Read Address or GPDMA Array Write Address.

pnr261_4gpdma.fm.06 General Purpose DMA (GPDMA)
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3.3 Interrupt and Status/Control (INTST)

This entity contains the masking registers that choose which interrupt/status source will be gated onto one of
the two available interrupt I/O pins. A delayed interrupt function allows PNR status registers to be read and
placed in system memory before the interrupt signal is raised. For details, see section 3.5 DMA Queues
(DMAQS) on page 115.

A bus timer function is provided in this entity that times a single bus access to make sure that the cycle is ter-
minated before the system timer times out. This allows the user code an opportunity to recover from the error
as opposed to the subsystem common code.

Below is a summary of this entity’s functions:

¢ Interrupt Prioritized Status Registers

¢ Interrupt Source Register

¢ Interrupt Enable Registers

e Bus timer function

* Control Processor error register with enable and halt chip registers

3.3.1 INTST Interrupt 1 Prioritized Status Register

Used to help quickly parse which interrupting entity of the PNR is active.

Length 32 bits
Type Read Only
Address XXXX 0400
Restrictions None

Power On Reset Value x‘0000 0000’

Prioritized Status

! l

|313029282726252423222120191817161514131211109 8 7 6 5 4 3 2 1 O|

Bit(s) Name Description

Reading this register gives a prioritized value of the bits in the INTST Interrupt Source
and INTST Enable for Interrupt 1 (MINTA) registers ANDed together, returning a value
that will be a hex number equal to bit number n + 1. For example, if bit 31 is on, x20’ will
be read back.

31-0 | Prioritized Status

pnr261_5intst.fm.06 Interrupt and Status/Control (INTST)
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3.3.2 INTST Interrupt 2 Prioritized Status Register

Used to help quickly parse which interrupting entity of the PNR is active.

Length 32 bits
Type Read Only
Address XXXX 0404
Restrictions None

Power On Reset Value x‘0000 0000’

Prioritized Status

v v

|313029282726252423222120191817161514131211109 8 7 6 5 4 3 2 1 O|

Bit(s) Name Description

Reading this register will give a prioritized value of the bits in the INTST Interrupt Source
and INTST Enable for Interrupt 2 (MINT2) registers ANDed together, returning a value
that will be a hex number equal to bit number n + 1. For example, if bit 31 is on, x20’ will
be read back.

31-0 | Prioritized Status

Interrupt and Status/Control (INTST) pnr261_5intst.fm.06
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3.3.3 INTST Control Register

This register is used to control various PNR functions.

Length 32 bits

Type Clear/Set

Address XXXX 0408 and 040C
Restrictions None

Power On Reset Value x ‘0001 0202’
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Reserved 83888388 z 28222844
[31 30 29 28 27 26 25 24 23 22 21 20 19|18[17][16[15[14[13[12][11]10 9|8 |7[6|5[4][3[2[1]0]
Bit(s) Name Description
31-19 |Reserved Reserved.
18 Delayed Interrupts - Assume a This bit set will help the mastering logic determine how to best move data to a 64-bit PCI
64-bit PCI Target target. This bit is set when software has system knowledge of its targets.
17 Delayed Interrupts - Assume a This bit set will help the mastering logic determine how to best move data to a 32-bit PCI
32-bit PCI Target target. This bit is set when software has system knowledge of its targets.
Delayed Interrupts - Swap Words | This bit determines the word order of the status word DMA transfer for delayed ints. The
16 A € i
Control default value of ‘1’ is to swap the words. A value of ‘0’ will not swap them.
15 Delayed Interrupts - When set, the delayed int mechanism for int 1 is enabled.
Enable Interrupt 1
14 Delayed Interrupts - When set, the delayed int mechanism for int 2 is enabled.

Enable Interrupt 2

This bit determines the endian made of the status word DMA transfer for delayed ints.

13 Delayed Interrupts - Endian Bit v s bit is set, the endian is little. The default of ‘0’ is big endian.

When set, the int 2 signal is routed and raised as int 1. This bit allows both sets of int
Delayed Interrupts - Route

12 Interrunt 2 to Interruot 1 masks in INST to be used, while still using only a single hardware interrupt. When set,
P P both delayed interrupts should be enabled if they are being used.
pnr261_5intst.fm.06 Interrupt and Status/Control (INTST)

August 14, 2000 Page 87 of 706



IBM32NPCXX1EPABBEG66

IBM Processor for Network Resources

Bit(s) Name

Delayed Interrupts - Returned

" Status Word Type

10-9 |CPI Bytes

8 Reserved
7 Disable the ENSTATE Output
Pins

6 Master Chip Enable for Receiving

Master Chip Enable for Transmit-
ting

4 Master Chip Enable

3 Zeros on Data Parity

2 Treat MINT2 as Push-Pull

Enable the PLL Output (hardware
test only)

Disable the ENSTATE Clocks
Output Pins

Interrupt and Status/Control (INTST)
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Description

When this bit is set, the INTST Interrupt Source word will be ANDed with the correspond-
ing enable register. Otherwise, the INTST Interrupt Source register alone will be returned.

These bits are encoded to tell how many bytes long the AAL 5 CPI field is. The following

are the encodings:

00 CPI field is zero bytes long. In this case, the two bytes containing the CPI field
and the AAL5 user-to-user byte are copied into the packet header. See the defi-
nition of the packet header for the locations.

01 CPI field is one byte long and is always ‘0. In this case, the one byte AAL5 user-
to-user byte is copied into the packet header.

10 CPI field is two bytes long and is always ‘0’.

11 Treated the same as ‘00’.

Reserved.

When this bit is set to ‘0", the chip /O ENSTATES will be driven with the output of the
internally muxed debug states. When set to ‘1’, these outputs will be quiet.

When this bit is set to ‘1°, various state machines in the receive part of the chip will be
enabled.This bit can be reset by the hardware, based on what is set in 3.3.8 INTST CPB
Status Register on page 92 and what bits are set in 3.3.10 INTST PNR Halt Enable on
page 94.

When this bit is set to ‘1°, various state machines in the transmit part of the chip will be
enabled.

This bit can be reset by the hardware, based on what is set in 3.3.8 INTST CPB Status
Register on page 92 and what bits are setin 3.3.70 INTST PNR Halt Enable on page 94.

When this bit is set to ‘1’, various state machines in the chip will be enabled. This must be
set to ‘1’ to transmit or receive anything.

This bit can be reset by the hardware, based on what is set in 3.3.8 INTST CPB Status
Register on page 92 and what bits are setin 3.3.70 INTST PNR Halt Enable on page 94.

When this bit is set to ‘1’, zeros will be forced on the data bus parity line(s) during a slave
read data phase or a master address phase or a master write data phase.

When this bit is set to ‘1’, the chip I/O MINT2 will be driven active high as well as low, like
a push-pull driver. This is for use as a specific sideband application, not as a general
shared open-drain interrupt line.

When this bit is set to ‘1’ the chip /O PPLLOUT will be driven with the output of the inter-
nal PLL. When set to ‘0’, this output will be quiet.

When this bit is set to ‘0, the chip I/0 PINTCLK and PDBLCLK will be driven with the out-
put of the internal clock tree. When set to ‘1°, these outputs will be quiet.

pnr261_5intst.fm.06
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3.3.4 INTST Interrupt Source Register

This register indicates the source(s) of the interrupt(s) pending. It can also be used as a status register when
the bits are enabled. Note that bits in this register always reflect the state of the source register bit: writing a
value will have no effect. Reserved bits will not take on the written value. The delay of running through a latch
has been removed. For the delayed interrupts feature, writing this register at the end of an interrupt handling
routine will guarantee that interrupt1 and interrupt2 (if enabled) will pulse off, allowing the logic to get ready
for the next interrupt DMA.

Length 32 bits
Type Read Only
Address XXXX 0410 and 0414

Restrictions None

Power On Reset Value x‘0000 0000’
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[31]30]29]|28]27|26[25]24 | 23[22]|21[20]19]18[17[16]15[14[13]12]11]10] 9 [8 |7 [6[5[4[3[2]1]0
Bit(s) Name Description
A Control Processor related condition has occurred. A read of the INTST CPB Status and
31 INTST INTST CPB Status Enable must be done. For more information, See 3.3.8 INTST CPB
Status Registeron page 92 and 3.3.9 INTST CPB Interrupt Enable Register on page 94.
30 PCORE The PCORE entity has hardware interrupts that need handling.
29 COMET or PAKIT The COMET or PAKIT entities have interrupts that need handling.
o8 INTST GP Timer The INTST General Purpose Timer Cgunter has reached the INTST General Purpose
Timer Compare value and caused an interrupt.
27 BCACH The BCACH entity has interrupts that need handling.
26 RXQUE 2 The RXQUE entity has interrupts that need handling.
25 Reserved Reserved.
24 RXQUE 4 The RXQUE entity has interrupts that need handling.
23 GPDMA The GPDMA entity has interrupts that need handling.
22 DMAQS The DMAQS entity has interrupts that need handling.
21 REASM The REASM entity has interrupts that need handling.
20 Reserved Reserved.
19 RXQUE 1 The RXQUE entity has interrupts that need handling.
18 Reserved Reserved.
17 Reserved Reserved.
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Bit(s) Name Description

16 Reserved Reserved.

15 POOLS The POOLS entity has interrupts that need handling.

14 PCORE The PCORE entity has User Defined interrupts that need handling.

13 CHKSM The CHKSM entity has interrupts that need handling.
This bit is set when the PNR detects that MINTA is low and, conditionally, when the same

12 External INTA bit in INTST Enab[e fqr PCORE Normal Interrupt or !NTST Engble for PCORE Critiqal
Interrupt is set. This bit is for use by the PCORE entity, and it is recommended that inter-
rupts directed out which drive output (MINTA) be disabled.

11 CSKED The CSKED entity has interrupts that need handling.

10 Reserved Reserved.

9 SEGBF The SEGBF entity has interrupts that need handling.

8 Reserved Reserved.

7 LINKC The LINKC entity has interrupts that need handling.

6 Reserved Reserved.

5 NTST GP Tner

4 Reserved Reserved.

3 VIMEM The VIMEM entity has interrupts that need handling.

2 Reserved Reserved.

1 PBIST ZE;Z.DH is set when the PBIST entity did not indicate that it was done. It is also not clear-
Under normal conditions, this bit should never be set. However, if one of the other bits in

0 Spurious Interrupt this register turns on, then off, a spurious interrupt condition will occur. The manual vector

passed to the processor will point to this bit being on.

3.3.5 INTST Interrupt 1 Enable Register (MINTA)

This register serves as an enable for interrupt 1. It allows the user to enable interrupts for each of the condi-
tions reported in the INTST Interrupt Source Register. Each bit corresponds to the same bit in the status reg-
ister and when set to ‘1’ generates an interrupt on the MINTA pin if the condition is detected.

Length

Type

Address

Restrictions

32 bits
Clear/Set
XXXX 0418 and 041C

None

Power On Reset Value x‘0000 0000’

Interrupt and Status/Control (INTST) pnr261_5intst.fm.06
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3.3.6 INTST Interrupt 2 Enable Register (MINT2)

This register serves as an enable for interrupt 2. It allows the user to enable interrupts for each of the condi-
tions reported in the INTST Interrupt Source Register. Each bit corresponds to the same bit in the status reg-
ister and when set to ‘1’ generates an interrupt on the MINT2 pin if the condition is detected. See section
3.3.4 INTST Interrupt Source Register on page 89 for the bitwise description that the corresponding bit in this
register will enable.

Length 32 bits

Type Clear/Set

Address XXXX 0420 and 0424
Restrictions None

Power On Reset Value x‘0000 0000’

3.3.7 INTST Interrupt Source Without Enables Register

This register is used to help quickly parse which interrupting bit of INTST Interrupt Source is active. It does
not matter to what state the Enable registers are set because the value returned does not depend on them.

Length 32 bits
Type Read Only
Address XXXX 0428
Restrictions None

Power On Reset Value x‘0000 0000’

Prioritized Status

v v

|313029282726252423222120191817161514131211 10 9 8 7 6 5 4 3 2 1 O|

Bit(s) Name Description

Reading this register gives a prioritized value of the bits in the INTST Interrupt Source,
31-0 |Prioritized Status returning a value that is a hex number equal to bit number n + 1. For example, if bit 31 is
on, x'20” will be read back.
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3.3.8 INTST CPB Status

Register

Preliminary

This register holds the status bits for errors on the Control Processor bus. These bits, when disabled, will set
a bit in the INTST Interrupt Source register.

Length
Type
Address
Restrictions

Power On Reset Value

Reserved

32 bits
Clear/Set

XXXX 0430 and 0434

None

x‘0000 0000’

Internal DMA Masters signaled error indication

Target Abort: Register Access Retry Timeout
Master Termination: Target Abort Received

Power Mgmt State Change

Target Abort: Slave Access Timeout
PCI timing changed

ARBIT Detected Memory Errors
Master PCI Parity Error Detected
Master Detected Perr Active

Reserved

v v v

31 30 29 28 27 26 25 24|23 22 21 20]

o | <~ Target Detected PCI 64 bit Data Parity Error
| <~ Target Abort: Memory Access Retry Timeout

© | <~ Master Termination: Master-initiated Abort
~ | € Target Disconnect: Memory Addressing

o | <~ Target Detected PCI Data Parity Error

| <~ Target Disconnect or Retry: End of Memory

&€~ Target Abort: Address Parity Error

N | € Performance Counter 2
— | €~ Performance Counter 1
o| < lllegal Register Access

=< Reserved

o |«

©

o |«

[oe]

N 2.

~

o |«

[e]

N A

;]

o |«

w

N 2.

N

o«
-
o |«
o

Bit(s) Name
31-24 | Reserved

23-20 ' Error Indication

Internal DMA Masters Signaled

19 Power Mgmt State Change

18 Retry Timeout

i Timeout

16 PCI Timing Changed

Target Abort: Register Access

Target Abort: Slave Access

15 ARBIT Detected Memory Errors

14 Reserved

13 Reserved

Interrupt and Status/Control (INTST)
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Description
Reserved.

The PCINT entity will set these bits when it signals a DMA error indication to one of the
internal requesting masters. Bit 23 is GPDMA, bit 22 is PCORE, bit 21 is RXQUE, and bit
20 is INTST.

This bit is set when the conditions in PCINT are met to trigger a Power Management
State change.

This bit is set when this slave does more retry cycles than the specified amount in the
PCINT Count Timeout Register during a register access.

This bit is set when this slave does not access the PNR in the specified amount in the
PCINT Count Timeout Register.

The PCI bus clock has changed range. The PNR should be reset and re-initialized. See
3.4.1 Reset Status Register on page 105 for more information.

This bit is set when error conditions detected by ARBIT are enabled. Note: This bit is a
reflection of the arbitrator status bits and does not need to be reset if the arbitrator condi-
tion has been reset.

Reserved.

Reserved.
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Bit(s) Name
12 Master PCI Parity Error Detected
11 Master Detected Perr Active

Master Termination: Target Abort

Received

9 Master Termination: Master-initi-
ated Abort

8 Target Detected PCI 64 Bit Data

Parity Error

7 Target Disconnect: Memory
Addressing

Target Detected PCI Data Parity
Error

Target Abort: Memory Access
Retry Timeout

4 Target Abort: Address Parity Error

Target Disconnect or Retry: Wrap
3 of 2 GB Internal Address Slave

Counter
2 Performance Counter 2
1 Performance Counter 1
0 lllegal Register Access

pnr261_5intst.fm.06
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Description
This bit is set when a PCI bus data parity error is detected in master mode.

This bit is set when a target has driven PERR.

This bit is set when in master mode and the transfer is aborted by the target.

This bit is set when in master mode and the transfer is aborted by this master.

This bit is set when a PCI data parity error is detected in 64 bit target mode (the upper
DWORD has the data parity error).

This is set when a memory access is occurring and bits 0 and 1 of the address are not ‘0’.

This bit is set when a PCI data parity error is detected in target mode.

This bit is set when this slave does more retry cycles than the specified amount in the
PCINT Count Timeout Register during a memory access.

This bit is set when an address parity error is detected.

This bit is set when the slave address counter is its maximum counter value. It will indi-
cate a termination condition on the PCI bus. This is primarily a debug bit and can turn on
during normal operation. It most likely will be useful when the PNR slave mode is config-
ured in 64-bit addressing mode.

The PCINT Performance Counter 2 has overflowed.
The PCINT Performance Counter 1 has overflowed.

This bit is set when a PNR register is being accessed by fewer than four bytes at a time.
This is not true for configuration registers during a configuration cycle.

Interrupt and Status/Control (INTST)
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3.3.9 INTST CPB Interrupt Enable Register

This register allows the user to enable interrupts for each of the conditions reported in the INTST CPB Status
Register. Each bit corresponds to the same bit in the status register and when set to ‘1’ causes bit 31 of the
INTST Interrupt Source Register on page 89 to come on if the condition is detected.

Length 32 bits

Type Clear/Set

Address XXXX 0438 and 043C
Restrictions None

Power On Reset Value x‘0006 9F71’

3.3.10 INTST PNR Halt Enable

This register serves as an enable for the INTST CPB Status register and gates which errors will reset bit 4
(Master chip enable), bit 5 (Master chip enable for Transmitting), and bit 6 (Master chip enable for Receiving),
all in the INTST Control Register register. This allows selected bits to disable the PNR, especially in the case
of severe hardware detected errors. See section 3.3.8 INTST CPB Status Register on page 92 for the bitwise
description that the corresponding bit in this register will enable. This enable will initialize to the disabled
state.

Length 32 bits

Type Clear/Set

Address XXXX 0440 and 0444
Restrictions None

Power On Reset Value x‘0006 9F71’

Interrupt and Status/Control (INTST) pnr261_5intst.fm.06
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3.3.11 INTST CPB Capture Enable

This register no longer captures addresses reliably due to internal chip changes, but can be used as a gen-
eral purpose register to write and read values for testing or other such purposes.

Length 32 bits

Type Clear/Set

Address XXXX 0450 and 0454
Restrictions None

Power On Reset Value x‘0006 9F71’

Bit(s) Name Description
31-24 |Reserved Reserved.
23-0 |General Use Bits These bits can be used for any general purpose.

3.3.12 INTST CPB Captured Address

This register no longer captures addresses correctly as it has in prior revisions. It can be used as a general
purpose read/write register for testing and diagnostic code.

Length 32 bits
Type Read/Write
Address XXXX 0458
Restrictions None

Power On Reset Value x‘0000 0001’

Q
3
g
B O
3
3 g
Register Address c E
|31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2|1|O

Bit(s) Name Description

31-2 | Register Address Captured PNR register address.
1 Reserved Reserved.
0 Invalid Capture When this bit is reset to ‘0’, a valid capture has been made.

pnr261_5intst.fm.06 Interrupt and Status/Control (INTST)

August 14, 2000 Page 95 of 706



IBM32NPCXX1EPABBEG66

IBM Processor for Network Resources Preliminary

3.3.13 INTST General Purpose Timer Pre-scaler

This is the pre-scaler for the INTST General Purpose Timer Compare.This register will hold the value of the
pre-scale count. The default value is 1 tick every 10.02uS, assuming a 33MHz or 66MHz PCI Bus clock, pro-
ducing a 66MHz system clock (count is system clock). The pre-scale count value is n-1, where n is the
desired increment count.

Length 32 bits
Type Read/Write
Address XXXX 0464
Restrictions None

Power On Reset Value x‘0000 029B’

Interrupt and Status/Control (INTST) pnr261_5intst.fm.06
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3.3.14 INTST General Purpose Timer Compare

This is the compare value for the general purpose timer. This register holds the value of the data that is com-
pared to the count value in the INTST General Purpose Timer Counter, setting the INTST General Purpose
Timer Status bits. See section 3.3.17 INTST General Purpose Timer Mode Control on page 99 for details on
the operation of this register.

Length 32 bits
Type Read/Write
Address XXXX 0468
Restrictions None

Power On Reset Value x‘0800 0000’

3.3.15 INTST General Purpose Timer Counter

This is the general purpose timer counter.This register holds the value of the counter. It always counts up.
See section 3.3.17 INTST General Purpose Timer Mode Control on page 99 for details on operation of this
register.

Length 32 bits
Type Read/Write
Address XXXX 046C
Restrictions None

Power On Reset Value x‘0000 0000’
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3.3.16 INTST General Purpose Timer Status

This is the status of the general purpose timer counter.

Length 32 bits

Type Clear/Set

Address XXXX 0470 and 0474
Restrictions None

Power On Reset Value x‘0000 0000’
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Reserved E B

|31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2|1|O|

Bit(s) Name Description
31-2 |Reserved Reserved.
1 Timer Wrapped This bit is set when the INTST General Purpose Timer Counter wraps around to a ‘0

count value.

See 3.3.17 INTST General Purpose Timer Mode Control on page 99 for details on how
this bit is set. For mode 0: This bit is set when the INTST General Purpose Timer Counter
0 Timer Interrupt matches the value in the INTST General Purpose Timer Compare register. The compar-
ing condition must be changed (write INTST General Purpose Timer Counter or INTST
General Purpose Timer Compare) before resetting this bit, or the bit will set again.

Interrupt and Status/Control (INTST) pnr261_5intst.fm.06
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3.3.17 INTST General Purpose Timer Mode Control

This register controls the operating modes of the general purpose timer counter.

Length 32 bits

Type Clear/Set

Address XXXX 0478 and 047C
Restrictions None

Power On Reset Value x‘0000 0004’

Reserved

Timer Modes

v

v ¥ v

30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2|2|1|O|

Bit(s) Name

31-3 | Reserved Reserved.

Description

These bits are encoded to provide eight different timer operation modes. Encoding is as

follows:

X0’

2-0 Timer Modes

x'3’

pnr261_5intst.fm.06
August 14, 2000

The INTST General Purpose Timer Counter is a free-running up-counter and
sets bit 0 of INTST General Purpose Timer Status when equal to INTST Gen-
eral Purpose Timer Compare.

The INTST General Purpose Timer Counter is a free-running up-counter and
sets bit 0 of INTST General Purpose Timer Status when equal to INTST Gen-
eral Purpose Timer Compare. A write to INTST General Purpose Timer Com-
pare will reset bit 0 of INTST General Purpose Timer Status.

The INTST General Purpose Timer Counter is a free-running up-counter and
sets bit 0 of INTST General Purpose Timer Status when equal to or greater
than INTST General Purpose Timer Compare. A write to INTST General Pur-
pose Timer Compare will reset bit 0 of INTST General Purpose Timer Status.

The INTST General Purpose Timer Counter is an up-counter and sets bit 0 of
INTST General Purpose Timer Status when equal to or greater than the
INTST General Purpose Timer Compare. The INTST General Purpose Timer
Counter is also reset when a comparison is made. A write to INTST General
Purpose Timer Compare will reset bit 0 of INTST General Purpose Timer
Status and INTST General Purpose Timer Counter.

The INTST General Purpose Timer Counter is disabled and no status bits will
be set.

Reserved.

Interrupt and Status/Control (INTST)
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3.3.18 INTST Enable for PCORE Normal Interrupt

This register serves as an enable for the PCORE normal interrupt input. It allows the normal interrupt from
PCORE to activate bit 14 of the INTST Interrupt Source Register on page 89.

Length 32 bits

Type Clear/Set

Address XXXX 0480 and 0484
Restrictions None

Power On Reset Value x‘0000 0000’

3.3.19 INTST Enable for PCORE Critical Interrupt

This register serves as an enable for the PCORE normal interrupt input. It allows the critical interrupt from
PCORE to activate bit 30 of the INTST Interrupt Source Register on page 89.

Length 32 bits

Type Clear/Set

Address XXXX 0488 and 048C
Restrictions None

Power On Reset Value x‘0000 0000’

Interrupt and Status/Control (INTST) pnr261_5intst.fm.06
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3.3.20 INTST Debug States Control

This register serves as the control for external debug states.

Length 32 bits
Type Read/Write
Address XXXX 0490
Restrictions None

Power On Reset Value x‘3003 0201’

Entity State Mux Control 4 Entity State Mux Control 3 Entity State Mux Control 2 Entity State Mux Control 1
(Hardware debug) (Hardware debug) (Hardware debug) (Hardware debug)

| y v ' '

|31 30292827262524|232221 20 19 18 17 16|15 14 13 12 11 10 9 8|7 6 5 4 3 2 1 o|

Bit(s) Name Description

31-24 Entity State Mux Control 4 (Hard- | Selection of these bits allows internal state machines, counters, etc. to show up on chip
ware debug) outputs enstate (63-48). Selection encoding is the same as multiplexer 1 control.

23.16 Entity State Mux Control 3 (Hard- | Selection of these bits allows internal state machines, counters, etc. to show up on chip
ware debug) outputs enstate (47-32). Selection encoding is the same as multiplexer 1 control.

15-8 Entity State Mux Control 2 (Hard- | Selection of these bits allows internal state machines, counters, etc. to show up on chip
ware debug) outputs enstate (31-16).

pnr261_5intst.fm.06 Interrupt and Status/Control (INTST)
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Bit(s) Name

Entity State Mux Control 1 (Hard-

0 \are debug)

Interrupt and Status/Control (INTST)
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Description

Preliminary

Selection of these bits allows internal state machines, counters, etc. to show up on chip outputs

enstate (15-0).
x‘00’
x01’
x02’
x‘03’
x‘04’
x‘05’
x‘06’
x‘07’
x‘08’
x‘09’
X‘0A’
x‘0B’
x‘0C’
x‘0D’
X‘0E’
x‘0F
x10’
x11
x12’
x13’
x14’
x15’
x16’
x17’
x18’
x19’
x1A’
x1B’
x1C’
x1D’
x1E’
x1F
x20’
x21
x22’
x23
x24’
x25’
x26’
x27’
x28’
x29’
x2A’
x2B’
x2C
x2D’
x2F’
x2F
x‘30’
x‘31’
x‘32’
x‘33’
x‘34’
x‘35’
x‘36’
x‘37’
x‘38’
x‘39’
x3A’
x‘3B’
x3C-x ‘FF’

Disabled (no transition on outputs)

Select CRSET 15-0 states.
Select NPBUS 15-0 states.
Select PCINT 15-0 states.
Select PCINT 31-16 states.
Select COMET 15-0 states.
Select COMET 31-16 states.
Select PAKIT 15-0 states.
Select PAKIT 31-16 states.
Select RXQUE 15-0 states.
Select RXQUE 31-16 states.
Select REASM 15-0 states.
Select LINKC 15-0 states.
Select SEGBF 15-0 states.
Select SEGBF 31-16 states.
Select SEGBF 47-32 states.
Select SEGBF 63-48 states.
Select CSKED 15-0 states.
Select CHKSM 31-16 states.
Select CHKSM 31-16 states.
Select GPDMA 15-0 states.
Select BCACH 15-0 states.
Select BCACH 31-16 states.
Select POOLS 15-0 states.
Select POOLS 31-16 states.
Select POOLS 47-32 states.
Select POOLS 63-48 states.
Select POOLS 79-64 states.
Select POOLS 95-80 states.
Select POOLS 111-96 states.
Select POOLS 127-112 states.
Select VIMEM 15-0 states.
Select VIMEM 31-16 states.
Select VIMEM 47-32 states.
Select ARBIT 15-0 states.
Select ARBIT 31-16 states.
Select ARBIT 47-32 states.
Select ARBIT 63-48 states.
Select PCORE 15-0 states.
Select PCORE 31-16 states.
Select PCORE 47-32 states.
Select PCORE 63-48 states.
Select DMAQS 15-0 states.
Select DMAQS 31-16 states.
Select DMAQS 47-32 states.
Select DMAQS 63-48 states.
Select SCLCK 15-0 states.
Select SCLCK 31-16 states.
Select SCLCK 47-32 states.
Select CSKED 31-16 states.
Select CSKED 47-32 states.
Select CSKED 63-48 states.
Select VIMEM 63-48 states.
Select TXLCD 15-0 states.
Select TXLCD 31-16 states.
Select TXLCD 47-32 states.
Select TXLCD 63-48 states.
Select REASM 31-16 states.
Select REASM 47-32 states.
Select REASM 63-48 states.

Reserved (do not toggle outputs)

pnr261_5intst.fm.06
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3.3.21 INTST Delayed Interrupts DMA System Address 1

This register serves as the Delayed Interrupts DMA System Address. This register holds the value of the sys-
tem DMA address to which the delay interrupt status data will be moved.

Length 64 bits

Type Read/Write

Address XXXX 0498 and 049C
Restrictions None

Power On Reset Value x‘0000 0000 0000 0000’

3.3.22 INTST Delayed Interrupts DMA System Address 2

This register serves as the Delayed Interrupts DMA System Address. This register holds the value of the sys-
tem DMA address to which the delay interrupt status data will be moved.

Length 64 bits

Type Read/Write

Address XXXX 04A0 and 04A4
Restrictions None

Power On Reset Value x‘0000 0000 0000 0000’

3.3.23 Current PCI Master Address Counter for Debug

This register holds the current PCI Master address counter value. This register holds the value of the PCI
Master DMA address. The function of this register is primarily for debug when a severe error occurs that
stops the DMA engine from running.

Length 64 bits

Type Read Only

Address XXXX 04A8 and 04AC
Restrictions None

Power On Reset Value x‘0000 0000 0000 0000’

pnr261_5intst.fm.06 Interrupt and Status/Control (INTST)
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3.3.24 External Entity States Read

This register will get a snapshot value of the enstates pin I/O. This register will return whatever is on the out-
put of the enstates mux output. It is strictly for debug and a convenient way to look at the current state of PNR
internal logic. It is controlled by INTST Debug States Control.

Length 64 bits

Type Read Only

Address XXXX 04B0 and 04B4
Restrictions None

Power On Reset Value x‘0000 0000 xxxx Xxxx’

Interrupt and Status/Control (INTST) pnr261_5intst.fm.06
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3.4 Reset and Power-on Logic (CRSET/CBIST)

These entities perform BIST and flush operations. Chip software resets and clock selection can be controlled
by the CRSET entity.

3.4.1 Reset Status Register

This register is used to indicate the last type of reset that occurred. A hardware reset will clear software reset
status bits, but a software reset will not affect the hardware status bits.

Length 32 bits
Type Read/Write
Address XXXX 0500

Power On Reset Value x‘0000 0002’

Software Reset Value After a software reset, bits 31-8 will read as x‘00 0000’ while bits 7-0 will read as
‘00B001Q0’ or ‘00B010Q0’ (binary), where Q is the state of the bit before the soft-
ware reset and B is the state of the BIST results.

Restrictions None
>
s o
E . &
- = O O
¢ 2§10,
33X 509 §3
S 2 9% T © @ 2
o 858 &£ 8
Reserved Ses238388 ¢
v vlv v v v vy
(31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8[7[6[5[4[3[2[1]0]

Bit(s) Name Description
31-8 |Reserved Reserved.

A value of ‘1" means that the real time PCI frequency calculator has detected a major
change in frequency and has calculated new range bits for the PLL. This bit will be set
only when bit 9 of the CRSET Control Register is set to ‘0’ and the frequency change con-
dition occurs. This will also set bit 16 in 3.3.8 INTST CPB Status Register on page 92.

7 PCI Clock Frequency Change

Reserved. (Engineering note: A value of ‘1’ means that the out-of-phase detector circuit
6 Reserved ) o . . .

has triggered. This is just an indicator and is normal operation.)
5 BIST Results A value of ‘1" means that a failure occurred within the BIST checking logic.

4 PCORE Reset The PCORE entity has been reset via a software reset request (bit 3 of Software Reset

Register).
3 Software Reset A Software Reset has occurred; the chip was flushed.
2 Software Reset/BIST A Software Reset has occurred; and BIST/flush was run.
1 POR Reset A POR Hardware Reset that flushed the chip has occurred.
0 Reserved Reserved.
pnr261_6crset.fm.06 Reset and Power-on Logic (CRSET/CBIST)
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3.4.2 Software Reset Enable Register

This register protects the Software Reset Register. If this register is not set, then a reset will not occur. Write
a x‘B4’ to this register to enable software reset. A software reset clears this register.

Length 32 bits
Type Read/Write
Address XXXX 0504

Power On Reset Value x‘0000 0000’

Restrictions None
Bit(s) Name Description
31-8 | Reserved Reserved.

Setting these bits to x'B4’ enables a software reset. If not set, a software reset will not

7-0 Software Reset Enable OCCUr.

Reset and Power-on Logic (CRSET/CBIST) pnr261_6crset.fm.06
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3.4.3 Software Reset Register

This register generates a scan path flush reset of the chip, or a software initiated run of BIST, with the excep-
tion of the registers in the reset entity.

Length 32 bits
Type Write Only
Address XXXX 0508

Power On Reset Value x‘0000 0000’

Restrictions Writing to this register without first setting the Software Reset Enable Register will
have no affect. The register will not be set, thus the order of writing the enable and
the software reset is important; the enable must be written first. Additionally, all cur-
rent operations being performed by the PNR must be terminated before doing a
reset operation. A minimum number of enable bits to turn off would be bits 4, 5, and
6 in INTST Control Register and bit 2 in PCINT Config Word 1.

@
(2]
(0]
I -—
? 0 a
@ o)
(0]
an % 5 %
2y 8
O 8 c £
Reserved e & 38
v Vel v
‘31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4|3|2|1|0
Bit(s) Name Description
31-4 | Reserved Reserved.
3 PCORE Processor Reset Writing this bit to a ‘1’ causes the internal processor core to reset.

Writing this bit to a ‘1’ causes a software reset and will be cleared after the software reset

2 Total Software Reset has occurred. The config registers in PCINT will also be put to their reset state.

Writing this bit to a ‘1’ causes BIST to run and will be cleared after the software reset has
1 Run BIST occurred. This function is primarily for pre-loading the BIST registers to get more test cov-
erage.

Writing this bit to a ‘1’ causes a software reset and will be cleared after the software reset

0 Software Reset has occurred. The config registers in PCINT will not be affected by this reset.

pnr261_6crset.fm.06 Reset and Power-on Logic (CRSET/CBIST)
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3.4.4 Memory Type Register

This register indicates the type of memory used for control and Packet Memory so that reset hardware will
know how to preserve it properly during a reset.

Length 32 bits
Type Read/Write
Address XXXX 050C

Power On Reset Value x‘0000 0000’

Restrictions None

Reserved

v vl e

‘313029282726252423222120191817161514131211 10 9 8 7 6 5 4|3 2|1 O|

Packet Memory Type
Control Memory Type

Bit(s) Name Description
31-4 | Reserved Reserved.
3-2 Packet Memory Type Decodes the same as bits 9-8 of 3.6.2 COMET/PAKIT Control Register on page 138.

Decodes the same as bits nine through eight of 3.6.2 COMET/PAKIT Control Register on

1-0 | Control Memory Type page 138.

Reset and Power-on Logic (CRSET/CBIST) pnr261_6crset.fm.06
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Used to debug the PPL operation.
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Length 32 bits
Type Read Only
Address XXXX 0518

Power On Reset Value Xx‘xxxx xxxx

Bit(s) Name
31-30 |Reserved
29-20 System Clock Counter
19-14 | PLL Tune Bits
13-8 | Phy Counter
7 Reserved
6-4 | FFCFG Bits(2-0)
3-2 PLL Range Bit A (1-0)
1 66 MHz Enable
0 Under 25 MHz

3.4.6 CRSET Control Register

Description
Reserved.
Read access to counter testing system clock operation.
Read access to tuning information sent to the PLL.
Read access to counter testing PHY clock operation.
Reserved.
Allows sampling of the FFCFG inputs.
The current operational range of the PLL.
The PCI clock is detected as being in the range of 66 MHz.
The PCI clock is running at less than 25 MHz.

Used to control PCI frequency detection logic.
Length 32 bits

Type Read/Write
Address XXXX 0510

Power On Reset Value x‘0000 0330’

pnr261_6crset.fm.06
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Reserved A5 8558 & A T Reserved
(31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13[12[11]10[9[8[7 [6 4/3 2 1 0]

Bit(s)
31-13

12

11

10

6-4

3-0

Name
Reserved

Disable Delay PCI RST to the
PNR

Enable PCORE PNR Software
Reset

Enable PCORE Processor Unit
Reset

Disable the Frequency Change
Detection Interrupt

Reserved

Disable PLL Lock Control

Encoded Control for PLL Out-of-
Phase Detection Circuitry

Reserved

Reset and Power-on Logic (CRSET/CBIST)
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Description
Reserved.

Setting this bit to a ‘1’ will disable the function that delays a PCI bus reset to the PNR if a
serial EPROM is attached and still busy accessing data from the prior reset. By disabling
this function, any PCI requirement to tri-state the 1/O drivers would be met, but EPROM
initialization information would be lost.

Setting this bit to a ‘1’ will enable the PCORE entity to issue a PNR software reset.

Setting this bit to a ‘1’ will enable the PCORE entity to issue a processor unit reset.

Setting this bit to a ‘1’ will disable using the frequency change detection bit as an interrupt
source to INTST.

Reserved - must be setto a ‘1’. (Engineering note: Setting this bit to a ‘1’ will disable using
the out-of-phase detection bit as an interrupt source to INTST.)

Setting this bit to a ‘1’ will disable using the PLL lock output to make state transitions in
the out-of-phase detection logic.

These bits determine how much time buffering is allowed before an out-of-phase condi-
tion is detected. For a value of ‘000", a value of about 150 ps buffering is used. For each
encoded increment value, an additional 150 ps is added. For example, the default value
of three is about 600 ps of buffering.

Reserved.

pnr261_6crset.fm.06
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3.4.7 Clock Control Register
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Used to disable clocks for power conservation and provide the Select A Clock function for MPEG and front
end support. To change a nibble field in this register, always set it to ‘0’ first, and then to the new value.

Length 32 bits
Type Read/Write
Address XXXX 0520

Power On Reset Value x‘060E 5532’

Framer Tree Disabled (FRAMR)

Encoded Encoded
Encoded Control for Control for
Reserved Encoded Control for Transmit Logic Receive Logic
Encoded (Encoded Con- Encoded Control for Cell MPEG (LINKT) and (LINKR) and
Control for BIST trol for PCORE Memory Clock  Opportunity ~ Clocking Logic  Sonet Framer  Sonet Framer
Reserved Speed Clock Rate) Control Logic (CELLO) (MPEGT) (FRAMR) (FRAMR)
oYl v v v v v v v i v i v i v
(31 30 29[28[27 26 25 24[23 22 21 20[19 18 17 16[15 14 13 12[11 10 9 8[7 6 5 4[3 2 1 0|
Bit(s) Name Description
31-29 |Reserved Reserved.
28 Framer Tree Disabled (FRAMR) | When set, this bit will disable the clock tree to the SONET Framer Logic.
Reserved (for Encoded Control for
27-24 'BIST Clock Rate) Reserved.
Reserved (for Encoded Control for
2320 pCORE Clock Rate) Reserved.
Encoding of bits:
XD Use an early version of the clock.
19-16 - Memory Clock Control X'E Use a nominal version of the clock.
X‘F Use a late version of the clock.
: Encoded Control for Cell Opportu- .
15-12 nity Logic (CELLO) Same as bits 3-0.
Encoded Control for MPEG Clock- .
11-8 ing Logic (MPEGT) Same as bits 3-0.
Encoded Control for Transmit
7-4 Logic (LINKT) and SONET Framer |Same as bits 3-0.

(FRAMR)

pnr261_6crset.fm.06
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Bit(s) Name Description

Below is the encoded value of the bits that select a given clock. Always refer to “Select A
Clock” Selection Matrix below for inputs supported for each clock out type.

x‘0’ Turn this clock off.

x‘1’ Use the external MPEG oscillator.

X2’ Use the external RX clock.

x‘3 Use the external TX clock.

x4’ Reserved.
Encoded Control for Receive x5’ Use the internal 15 ns clock. Assumes 33 or 66 MHz PCI clock.

3-0 Logic (LINKR) and SONET x'6’ Use the internal 30 ns clock. Assumes 33 or 66 MHz PCI clock.

Framer (FRAMR) X7’ Use the internal 60 ns clock. Assumes 33 or 66 MHz PCI clock.

x‘8’ Use the internal 120 ns clock. Assumes 33 or 66 MHz PCI clock.

X9’ Use the internal 240 ns clock. Assumes 33 or 66 MHz PCI clock.

XA’ Use the internal 480 ns clock. Assumes 33 or 66 MHz PCI clock.

xB’ Use the differential Receiver clock divided by eight.

xC Use the differential Transmit clock divided by eight.

xD’ Use the differential Receiver clock (chopped).

x'E’ Use the differential high speed receiver clock (divided by 8 and 50% duty cycle).

Table 13: “Select A Clock” Selection Matrix

Clock Cgl(slc_)o MBPI\EIEI'J\IT LINI;_I—QX) LINES}({RX) Nibble Code
Frequency Base cCco CMT CTX CRX
RTX RRX
HS RX Rec Diff Osc X XE
RX Rec Diff Osc X XD’
TX/8 Diff Osc X XC
RX/8 Diff Osc X XB’
480 ns X X X X XA
240 ns X X X X X9’
120 ns X X X X X@
60 ns X X X X X7
30ns X X X X X6’
15ns X X X X X5’
Reserved X4
TX Osc X X X X X®
RX Osc X X X X X2’
MPEG OSC X X X X X1’
OFF X X X X X0
Control Bits 15-12 11-8 7-4 3-0
Reset and Power-on Logic (CRSET/CBIST) pnr261_6crset.fm.06
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3.4.8 CBIST PRPG Results

This is the PRPG results register, updated after BIST has run. It is used by the BIST function for chip test.

Length 32 bits
Type Read/Write
Address XXXX 05B0

Power On Reset Value x‘FFFF FFFF’

3.4.9 CBIST MISR Results

This is the MISR results register, updated after BIST has run. It is used by the BIST function for chip test.

Length 32 bits
Type Read/Write
Address XXXX 05B4

Power On Reset Value x‘0000 0000’

3.4.10 CBIST BIST Rate

This register holds a counter value that separates the time between when the A clock and the B clock are
launched during BIST. This allows finer tuning to how much power BIST uses versus how much testing gets
done within the time allowed. It is used by the BIST function for chip test.

Length 32 bits
Type Read/Write
Address XXXX 05B8

Power On Reset Value x‘0000 0000’

Bit(s) Name Description
31-3 |Reserved Reserved.
2-0 |A/B Clock Separation Elapsed time between launch of clock A and clock B.
pnr261_6crset.fm.06 Reset and Power-on Logic (CRSET/CBIST)
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3.4.11 CBIST PRPG Expected Signature

This is the PRPG signature register, which should be written by the external EPROM code with the expected
value of the signature, based on the value in CBIST CYCT Load Value and the clock selected for BIST to run
from. It is used by the BIST function for chip test.

Length 32 bits
Type Read/Write
Address XXXX 05C0

Power On Reset Value x‘FFFF FFFF’

3.4.12 CBIST MISR Expected Signature

This is the MISR Signature Register, which should be written by the external EPROM code with the expected
value of the signature, based on the value in CBIST CYCT Load Value and the clock selected for BIST to run
from. It is used by the BIST function for chip test.

Length 32 bits
Type Read/Write
Address XXXX 05C4

Power On Reset Value x‘0000 0000’

3.4.13 CBIST CYCT Load Value

This register is the loaded value for the CBIST BIST Rate Register. The time for BIST to run can be computed
by the following equation: (shift count) * (c30 clock+2) = (cycle time). It is used by the BIST function for chip
test.

Length 32 bits
Type Read/Write
Address XXXX 05C8

Power On Reset Value x‘0000 5800’

Bit(s) Name Description
31-18 |Reserved Reserved.
17-0 | BIST lIteration Count Loaded value for the CBIST BIST Rate Register.
Reset and Power-on Logic (CRSET/CBIST) pnr261_6crset.fm.06
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3.5 DMA Queues (DMAQS)

The following sections describe the features of DMAQS, how to set up DMAQS, and some troubleshooting
tips.

3.5.1 DMA Descriptors

DMA descriptors can reside in either PCl/system memory space or the PNR memory space. Certain types of
descriptors, called cut-through DMA descriptors, must be located in the PNR memory space. DMA descrip-
tors that are located in the PNR memory space are more efficient to process because they do not need to be
moved across the PCI bus. However, it is more costly for software to update across the bus. The best option
is to mix descriptors in both locations. DMA descriptors that are infrequently changed should reside in the
PNR memory, while dynamic descriptors should be placed in system memory. Descriptors located in the
PNR memory space must fall in a definable address range. See 3.5.27 DMAQS Local Descriptor Range Reg-
isters on page 134.

Figure 10: DMA Descriptor Layout

Flags/Byte Count

One

. Source Address
Descriptor

Destination Address

High Order System Address
Blocks of up to 63 descriptors
can be queued with one
enqueue primitive.

Flags/Byte Count

Source Address

Destination Address

Note: The High Order System
High Order System Address Address field (word 4) is not

present when the chip is in

32-bit addressing mode.
32 bits

3.5.2 DMA Types and Options

The DMA descriptor is very versatile and can perform many actions. The following list shows some examples
and possible flags to use. Other combinations are possible: see 3.5.24 DMAQS Transfer Count and Flag
Register on page 130.

pnr261_7dmags.fm.06 DMA Queues (DMAQS)
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Table 14: DMA Types and Flags

Hex Flags DMA Operation
3000 Clear the current TCP checksum and include this DMA in the TCP checksum.
1000 Include this DMA in the TCP checksum and use previous checksum as seed.
0800 This DMA transfer is done in little endian mode.

Upon completion of this DMA descriptor, the destination address from this descriptor is used as a packet address

0400 to be enqueued to transmit.

0100 Queue a DMA complete event when DMA is complete.

0080 Status in the status register is inhibited for this descriptor. This can be useful if ints/polling are being used to track
when a particular DMA is complete.

0001 Move system memory to the PNR memory.

0010 Move the PNR memory to system memory.

0012 Move a single PNR register to system memory.

0013 Move PNR memory to system memory and free buffer. Upon DMA completion, the source address is used to free
the PNR bulffer.

0017 Auto-increment source address and move PNR memory to system memory and free buffer. Upon DMA comple-
tion, the source address is used to free the PNR buffer.

0002 Move a single PNR register to PNR memory.

0020 Move PNR memory to a single PNR register.

0021 Move system memory to a single PNR register.

0031 Move system memory to a new PNR buffer. A get buffer operation will be done to fill in the destination address
using the low four bits of the destination address as a get pool ID.

0050 Move something to source address of next descriptor. Allows indirection.

0062 Move a single PNR register to destination address of the next descriptor. Allows a get buffer operation in descrip-
tor chain. See the get buff flag for a better option.

0008 Use source address as immediate data. Allows up to four bytes of immediate data in the DMA descriptor.

0004 Auto-increment the source address. The source address picks up where it left off from the previous DMA descrip-
tor.

000C Auto-increment the source address and use as immediate data. One use is to free a packet after DMAing data.
See the free buff flags for better options.

0040 Auto-increment the destination address. The destination address picks up where it left off from the previous DMA
descriptor. One use is transmit scatter into an PNR virtual buffer.

2200 Hold the destination address. Useful for freeing a scatter DMA list, or doing a repetitive write to an PNR register.

1200 Hold the source address. Useful for doing a repetitive read from an PNR register.

Note: These are not the only options. Some of the above can be ORed together also.

Using the above, you can efficiently do TCP check summing, place user events in receive queues, do register
reads/writes, free buffers, and get buffers.

3.5.3 Descriptor Based DMAs

This is the recommended approach to processing DMAs. A single descriptor or a descriptor chain is built that
describes the actions to take. The descriptor is then enqueued to the proper DMA Queue. The number of
descriptors in the DMA chain is placed in the lower six bits of the descriptor address as it is enqueued.
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3.5.4 Register Based DMAs

While register based DMAs can be enabled and used, they are not recommended because they are not as
efficient and they do not leave a debug trail as the descriptors do in the DMA queue. These should not be
used concurrently with descriptor-based DMAs for a particular queue, but register-based and descriptor-
based DMAs can be used on different queues. One possible use for register-based DMAs is doing DMAs
from the core.

3.5.5 Polling, Interrupts, or Events

There are several choices for handling DMA completion. First, the status register can be polled. While not
very efficient, it is the easiest option. Second, you can use interrupts to tell when a DMA is done. Again, not
very efficient. However, interrupts should be used to tell when a DMA error has occurred.

One way to deal with DMA completes is to use the RXQUE event mechanism. By generating events, the user
can dump in DMA descriptors and clean up at a later time when it is convenient. The user can use the auto-
matic DMA events using the queue on DMA complete flag, or the user can place a user event on an arbitrary
queue by writing a DMA descriptor that does an explicit RXQUE enqueue with user data.

3.5.6 Error Detection and Recovery

Ideally, there should not be any errors. Errors are usually user errors in the DMA descriptor which need to be
fixed and are not recoverable. Errors on the PClI bus (that is, parity) should not occur in a normal working sys-
tem, and typically you do not want to recover them. However, if recovery is desired, the current DMA must be
recovered in GPDMA. Upon successful completion of the recovered DMA, DMAQS will resume operation.

3.5.7 DMA/Queue Scheduling Options

There are three DMA queues. Queue 0 is higher priority than the other two. This high priority queue is always
scheduled to go if the current descriptor is ready. The other two queues (Q1 and Q2) are of equal priority and
are scheduled in a round robin fashion when the descriptor is ready. This is meant to provide a transmit DMA
queue, receive DMA queue, and a high priority DMA queue. However, these queues can be used for any pur-
pose by setting the routing registers properly.

The queues can be arbitrated after each DMA request length operation, after complete DMA descriptor
chains complete, or after a single DMA descriptor in a chain completes. The queues can also be placed in
true round robin mode, where all three queues have equal priority.

3.5.8 Address Size

DMAQS can be operated with either 32- or 64-bit System Addresses. See 3.1.21 PCINT 64-bit Control Reg-
ister on page 56. All DMAQS address registers are 64 bits wide. In 32-bit addressing mode, the high order
portion of address registers are initialized at reset to ‘0’ and cannot be modified. In 32 bit addressing mode,
word four of the DMA Buffer Descriptor is ignored.
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3.5.9 Data Width

DMAQS recognizes 64 bit writes to 64 bit internal registers. DMAQS internal 64-bit registers may be written
either as a 64-bit entity, or by two 32-bit writes. All DMAQS registers are memory mapped on a 64-bit bound-
ary (address bits 2:0 = 0). When in 64-bit addressing mode, an address register is updated with 32 bit writes
(atomicity of update cannot be guaranteed). The user should use semaphores to assure the integrity of the
operation.

3.5.10 Initialization of DMAQS

DMAQS is very simple to set up by following these steps:

1.

Set up each of the three DMA queues.

To do this, you need to know the size of each queue (see 3.5.12 DMAQS Upper Bound Registers on
page 120 for choices). Given this information, the DMA queue is set up with two register writes in diag-
nostic mode (see 3.5.19 DMAQS Control Register on page 126).

dmags->TowerBound[q baseAddress; // should be aligned with size of queue
dmags->upperBound[q encodedSize; // set encoded size of dma queue
or dmags->bounds[q] = baseAddress + encodedSize; // if 64 bit data is enabled

] =
] =

The data structure for the DMA queue is now set up.

. Set up the queue thresholds if they are being used:

dmags->threshold[q]=threshold; // set threshold size to be interrupted;
may also need to set int mask

. Set up the local DMA descriptor range if local descriptors are being used:

localDescriptorBase;// set base addr of Tocal desc in PNR

memory
dmags->TocalDescriptorUpperBound = TocalDescriptorEnd;// set ending addr of Tocal desc in PNR
memory

dmags->localDescriptorLowerBound

. Set up any options that are being used in the DMAQS Control Register:

dmags->control[set] = ENABLE_DMA QUEUES | CLR_CHECKSUM TO FOXES; // set options/modes

. Finally, clear the diagnostic bit:

dmags->control[clr] = DIAG_MODE; // clear the diag mode bit

. Need to set up memory bank selection if necessary, but normally Control Memory is used.
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3.5.11 DMAQS Lower Bound Registers

These registers specify the lower bound of the corresponding DMA queue data structure. The head, tail, and
length of the DMA queue are initialized when this register is written. When the DMA queue wraps past the
upper bound, it wraps back to the value in the lower bound register, thus implementing the DMA queue as a
circular buffer.

When this register is written, the corresponding DMA queue is essentially reset. This is because the head,
tail, and length of the queue are all reset.

Length 32 bits
Type Read/Write
Address Queue 0 XXXX 0604
Queue 1 XXXX 0684
Queue 2 XXXX 0704
Power On Reset Value x‘0000 0000’
Restrictions During normal operations, these registers are read only. These registers can only

be written when the diagnostic bit has been set in the DMAQS Control Register.

The alignment should correspond to the size specified in the upper bound register.
For example, it should be 4K aligned if the upper bound specifies 4K size.

The low order nine bits are not writable and read back ‘0’.
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3.5.12 DMAQS Upper Bound Registers

These registers specify the encoded size/upper bound of the corresponding DMA queue data structure. The
actual upper bound is calculated by adding the decoded queue size to the lower bound. When the DMA
queue wraps past the upper bound, it wraps back to the lower bound register, thus implementing the DMA
queue as a circular buffer.

Length 32 bits
Type Read/Write
Address Queue 0 XXXX 0600
Queue 1 XXXX 0680
Queue 2 XXXX 0700
Power On Reset Value x‘0000 0000’
Restrictions During normal operations, these registers are read only. These registers can only

be written when the diagnostic bit has been set in the DMAQS Control Register.

Bit(s) Name Description
00 Use the location specified in the mode register.
. 01 Queue located in On Chip Memory.
31-30 | Location of Queue 10 Queue located in Control Memory.
11 Queue located in Packet Memory.

0000 64 byte aligned, and original 2.5 events
0001 8 byte aligned, new events in lower 3 bits
0010 16 byte aligned, new events in lower 3 bits
0011 32 byte aligned, new events in lower 3 bits
Descriptor Alignment and Event 0100 64 byte aligned, new events in lower 3 bits
Type/Location 1000 4 byte aligned, new events in upper nibble
1001 8 byte aligned, new events in upper nibble
1010 16 byte aligned, new events in upper nibble
1011 32 byte aligned, new events in upper nibble
1100 64 byte aligned, new events in upper nibble

27-24

000 512 bytes of memory
001 1K bytes of memory
010 2K bytes of memory
011 4K bytes of memory
100 8K bytes of memory
101 16K bytes of memory
110 32K bytes of memory
111 64K bytes of memory

2-0 Encode Upper Bound

The Following are the new 3 bit events mentioned above:
000: TX DMA complete

001: RX DMA complete

010: TX DMA complete with error

011: RX DMA complete with error

100: TX DMA complete with virtual error

101: zero address in dma desc src/dst addr
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3.5.13 DMAQS Head Pointer Registers

These registers point to the head element of the corresponding DMA queue. During normal operations, these
registers do not need to be read or written; they are used by the PNR to implement the DMA queues. These

registers are initialized when the DMAQS Lower Bound Registers for the corresponding DMA queue are writ-
ten.

Length 32 bits
Type Read/Write
Address Queue 0 XXXX 0608
Queue 1 XXXX 0688
Queue 2 XXXX 0708
Power On Reset Value x‘0000 0000’
Restrictions During normal operations, these registers are read only. They can only be written

when the diagnostic bit has been set in the DMAQS Control Register. The head
pointer registers are 4-byte aligned (low order two bits are always ‘0’). Bits 31-17
are calculated internally and are not writable.

3.5.14 DMAAQS Tail Pointer Registers

These registers point to the next free element of the corresponding DMA queue.

Length 32 bits
Type Read/Write
Address Queue 0 XXXX 060C
Queue 1 XXXX 068C
Queue 2 XXXX 070C
Power On Reset Value x‘0000 0000’
Restrictions During normal operations, these registers are read only. They can only be written

when the diagnostic bit has been set in the DMAQS Control Register. The head
pointer registers are four-byte aligned (low order two bits are always ‘0’). Bits 31-17
are calculated internally and are not writable.
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3.5.15 DMAQS Length Registers

These registers specify the length in bytes of the corresponding DMA queue. This register is cleared when
the corresponding DMAQS Lower Bound Register is written.

Length 32 bits

Type Read Only

Address Queue 0 XXXX 0614

Queue 1 XXXX 0694
Queue 2 XXXX 0714

Power On Reset Value x‘0000 0000’

Restrictions The lengths are calculated and cannot be written.
Bit(s) Name Description
31-17 |Reserved Reserved.

16-0 | Queue Length Current length of respective queue.

3.5.16 DMAQS Threshold Registers
These registers specify a queue length threshold at which the corresponding status bit is generated.

These registers should be set equal to the queue length that should cause status to be generated. For exam-
ple, if the value was set to five, then no interrupt would be generated until the queue was length five or more
for the corresponding DMA queue. The threshold is level sensitive, so as long as the length is greater than or
equal to the threshold, the corresponding status bit is set. When this register is set to ‘0’, no thresholding
occurs.

Length 32 bits
Type Read/Write
Address Queue 0 XXXX 061C
Queue 1 XXXX 069C
Queue 2 XXXX 071C
Power On Reset Value x‘0000 0000’
Restrictions Must be a multiple of four.
Bit(s) Name Description
31-17 Reserved Reserved.

These bits indicate the minimum number of entries that must be in the respective queue

16-0  |Queue Length Threshold to set that queue’s Threshold Exceeded bit in the DMAQS Status Register on page 123.
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3.5.17 DMAQS Status Register

This register indicates the source(s) of the interrupt(s) pending.

Length 32 bits
Type Set/Clear
Address XXXX 06F0 and 06F4

Power On Reset Value x‘0000 9200’

Restrictions None

Reserved

{ '

<«— Error Enqueuing CSKED Descriptor

<«— Zero Length DMA Loaded
<«— DMA Descriptor Queue 1 Threshold Exceeded

«— Zero Address in Source/Destination

¥ |«— Enq FIFO Threshold Exceeded

N|<«— Eng FIFO Full
«— Error Enqueuing PCORE Descriptor

«— Error Enqueuing REASM Descriptor

<— DMA Descriptor Queue 2 Not Full
<— DMA Descriptor Queue 2 Full
<«— DMA Descriptor Queue 1 Not Full
<— DMA Descriptor Queue 1 Full

~ | «<— DMA Descriptor Queue 2 Threshold Exceeded
o | <— DMA Descriptor Queue 0 Threshold Exceeded
o | «— Error Occurred During Descriptor Transfer

o | <— Error Occurred During DMA Transfer Q2

& | «— Error Occurred During DMA Transfer Q1
w | «— Error Occurred During DMA Transfer Q0

R [«— Enqueue Primitive sequence error
| < Error Enqueuing Descriptor

© | «— DMA Descriptor Queue 0 Not Full
~ | «— DMA Descriptor Queue 0 Full

n | «— DMA Transfer Complete Q2

— | <— DMA Transfer Complete Q1

o |«— DMA Transfer Complete Q0

o | «— DMA Descriptor Error

[31 30 29 28 27 26[25[24|23[22]|21[20]19]18[17[16[15]14[13][12[11[10] 9 [8[7[6[5[4[3][2]1]
Bit(s) Name Description
31-26 |Reserved Reserved.

When set, a zero address was detected in the source or destination field of a DMA
descriptor. The remainder of the descriptor chain was skipped and an event was
enqueued to the DMA complete queue. This may or may not be an error condition. It is
not an error if the get buffer mode is being used and no buffer was available. In this case,
the descriptor can be retried or discarded by software.

5 Zero Address in Source/Destina-
tion

24 Eng FIFO Threshold Exceeded When set, the DMA enqueue FIFO length threshold has been exceeded.

When set, the DMA enqueue FIFO is full and further enqueues will be held off. This bit is

23 Enq FIFO Full hot and cannot be reset.

Enqueue Primitive Sequence This bit is set when an improper sequence is detected for loading the DMAQS Enqueue

22 Error DMA Descriptor Primitive in 64 bit addressing mode.

A descriptor was loaded that had a DMA length equal to zero. This will not stop the DMA

21 Zero Length DMA Loaded engine, but it is technically a user error.

Error Enqueuing PCORE Descrip-

20 tor A descriptor was enqueued from PCORE with a chain length of zero.

19 E)r:or Enqueuing CSKED Descrip- A descriptor was enqueued from CSKED with a chain length of zero.

18 E)r:or Enqueuing REASM Descrip- A descriptor was enqueued from REASM with a chain length of zero.
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Bit(s)

17

16

15

14

13

12

11

10

Name

Error Enqueuing Descriptor

DMA Descriptor Error

DMA Descriptor Queue 2 Not Full

DMA Descriptor Queue 2 Thresh-
old Exceeded

DMA Descriptor Queue 2 Full

DMA Descriptor Queue 1 Not Full

DMA Descriptor Queue 1 Thresh-
old Exceeded

DMA Descriptor Queue 1 Full

DMA Descriptor Queue 0 Not Full

DMA Descriptor Queue 0 Thresh-
old Exceeded

DMA Descriptor Queue 0 Full

Error Occurred During Descriptor
Transfer

Error Occurred During DMA
Transfer Q2

Error Occurred During DMA
Transfer Q1

Error Occurred During DMA
Transfer Q0

DMA Transfer Complete Q2
DMA Transfer Complete Q1
DMA Transfer Complete Q0
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Description
A descriptor was enqueued with a chain length of zero.

An invalid transfer was described by the value loaded into the Transfer Count and Flag
register.

The DMA descriptor Queue 2 is not full. This bit always contains the status of the queue
and is therefore is not writable.

The threshold for DMA descriptor Queue 2 has been exceeded.

The DMA descriptor Queue 2 is full. This bit always contains the status of the queue and
is therefore is not writable.

The DMA descriptor Queue 1 is not full. This bit always contains the status of the queue
and is therefore is not writable.

The threshold for DMA descriptor Queue 1 has been exceeded.

The DMA descriptor Queue 1 is full. This bit always contains the status of the queue and
is therefore is not writable.

The DMA descriptor Queue 0 is not full. This bit always contains the status of the queue
and is therefore is not writable.

The threshold for DMA descriptor Queue 0 has been exceeded.

The DMA descriptor Queue 0 is full. This bit always contains the status of the queue and
is therefore is not writable.

Hardware errors occurred transferring the DMA descriptor. The transfer stopped after
detecting the error. If the descriptor transfer is finished or is to be terminated, the byte
count register must be written to clean up the failed descriptor transfer. Before this bit is
reset, the DMA descriptor queue must contain the valid descriptor data.

Hardware errors occurred during the last transfer on Queue 2. The transfer stopped after
detecting the error. Inspect the GPDMA registers for the actual location of error.

Hardware errors occurred during the last transfer on Queue 1. The transfer stopped after
detecting the error. Inspect the GPDMA registers for the actual location of error.

Hardware errors occurred during the last transfer on Queue 0. The transfer stopped after
detecting the error. Inspect the GPDMA registers for the actual location of error.

The DMA transfer has completed for Queue 2.
The DMA transfer has completed for Queue 1.

The DMA transfer has completed for Queue 0.
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3.5.18 DMAQS Interrupt Enable Register

This register allows the user to enable interrupts for each of the conditions reported in the DMAQS Status
Register. Each bit corresponds to the same bit in the status register and when set to ‘1’ generates an interrupt
from DMAQS to INTST if the condition is detected.

Length 32 bits
Type Set/Clear
Address XXXX 0670 and 0674

Power On Reset Value x‘0026 0078’

Restrictions None
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3.5.19 DMAQS Control Register

This register is used to set options for DMAQS.

Length 32 bits
Type Set/Clear
Address XXXX 0770 and 0774

Power On Reset Value x‘000C 0001’

Restrictions See bit descriptions.
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[31]30][29 28 27 26 25 24 23[22]|21[20[19 18 17[16[15]14[13[12][11][10]9[8 7|6 [5]4[3|2]1]0]
Bit(s) Name Description
When this bit is set, the internal DMA enqueue FIFO is flushed, and this bit is reset. The
31 Reset FIFO result is that this bit will always be read as a ‘0’. This bit can only be set in diagnostic
mode.
When this bit is set, the internal DMA state machine restarts the current DMA that is
30 Restart DMA stopped, and this bit is reset. The result is that this bit will always be read as a ‘0’. This bit
should only be used at the specific recommendation of an PNR developer.
29-23 Reserved Reserved.

When this bit is set, the DMA descriptor snooping logic is disabled. When this bit is

22 Disable Descriptor snooping enabled, PNR performance may be enhanced.

When this bit is set, the next descriptor prefetch logic is disabled. Performance may be

21 Disable Descriptor prefetch enhanced by enabling this function.

When this bit is set, all local DMA descriptors are flushed out of BCACH before being
used. This only needs to be used if local DMA descriptors are in Packet Memory and are
updated via the slave interface. Cut-through descriptors do not fall in this category.

Enable Cache Flushes of Local
20 :

Descriptor
This value is used to set the FIFO length threshold. When this threshold is exceeded, bit

19-17 | FIFO Length Threshold 24 of the DMAQS Status Register is set.

Enable Full Round Robin Schedul- When this bit is set, all three DMA queues are of equal priority. When cleared, Queue 0 is

16 ing higher priority than queues 1 and 2.
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Bit(s) Name
15 Rearbitrate on Descriptor Comple-

13

12

11

10

tion

Rearbitrate on Descriptor Chain
Completion

True Queue Zero Preference
Scheduling Mode

Queue 2 Uses On-Chip SRAM

Queue 1 Uses On-Chip SRAM

Queue 0 Uses On-Chip SRAM

Memory Select for PNR DMA
Descriptor

Memory Select for DMA Queues

Enable Register Based DMAs

Clear Checksum to All Ones

Queue on Error
Endian of DMA Descriptors

Enable Queue 2 DMAs
Enable Queue 1 DMAs
Enable Queue 0 DMAs

Diagnostic Mode
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Description

When this bit is set, the DMA queues are rearbitrated after each individual DMA descrip-
tor completes.

When this bit is set, the DMA queues are rearbitrated after full DMA descriptor chains
complete. This bit takes precedence over bit 15. When both bits 14 and 15 are cleared,
the queues are rearbitrated after each DMA request length operation.

Bit 13 is provided to ensure compatibility with previous chips. In version 2.1 and before,
Queue 0 would not be scheduled immediately after itself if queue 1 or queue 2 were ready
when a queue 0 DMA completed. This was because it took at least one cycle to reload
the queue registers. In the PNR, the queue registers are loaded while the arbitration for
the next DMA is being done, if preloading or snooping is enabled. In this case, with bit 17
set, a Queue 0 DMA may be immediately followed by another Queue 0 DMA. With bit 17
reset, the scheduling (with all queues ready) is q0q1q0g2q0q1.... This mode is provided
to give Queue 0 scheduling preference without permitting it to lock out the other two
queues.

This bit directs queue 2 to fetch all DMA descriptors from the On-Chip SRAM. Bits 63-18
of the system descriptor address will be ignored.

This bit directs queue 1 to fetch all DMA descriptors from the On-Chip SRAM. Bits 63-18
of the system descriptor address will be ignored.

This bit directs queue 0 to fetch all DMA descriptors from the On-Chip SRAM. Bits 63-18
of the system descriptor address will be ignored.

When this bit is set, the DMA descriptors that are located in the PNR are located in
Packet Memory. Otherwise they are located in Control Memory.

When this bit is set, the DMA Queues are located in Packet Memory. Otherwise they are
located in Control Memory.

When this bit is set, source, destination, count, and system descriptor address (SDA) reg-
isters can be written to start a DMA.

When this bit is set and the DMAQS Checksum Register is cleared, the DMAQS Check-
sum Register is set to x‘ffff’. When this bit is cleared and the DMAQS Checksum Register
is cleared, the DMAQS Checksum Register is set to ‘0’. This option should be used if the
TCP/IP checksum should never be set to ‘0’ (xffff’ is ‘0’ also).

When set, this bit causes any DMA error to log an error event.

When set, this bit indicates that DMA descriptors in system memory are in little endian
format. The default is big endian.

This bit enables DMA Queue 2.
This bit enables DMA Queue 1.
This bit enables DMA Queue 0.
When this bit is set, DMAQS is in diagnostic mode.
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3.5.20 DMAQS Enqueue DMA Descriptor Primitive Register

This register enqueues a DMA descriptor chain to the corresponding DMA queue. The write data is the
address of the descriptor chain that describes the DMA transfers. The low six bits contain a count of the num-
ber of DMA descriptors in this chain. After the DMA descriptors are enqueued by writing to this register, the
chain of descriptors is fetched from system memory and the DMA transfers described by the chain of descrip-
tors are performed. In 32 bit addressing mode, the low-order 32 bits of the register are written, and the high-
order 32 bits are reset when the register is loaded.

Length 64 bits
Type Write
Address Queue 0 XXXX 0620
Queue 1 XXXX 06A0
Queue 2 XXXX 0720
Power On Reset Value x‘0000 0000 0000 0000’
Restrictions None

3.5.21 DMAQS Source Address Register

This register is used to set and keep track of the Source Address during a DMA transfer. This is the source for
the current DMA transfer. A bit in the Transfer Count and Flag Register determines whether the source
address is internal to the PNR or is a system address. In 32-bit addressing mode, the low-order 32 bits of the
register are written, and the high-order 32 bits are reset when the register is loaded.

Length 64 bits
Type Read/Write
Address Queue 0 XXXX 0638
Queue 1 XXXX 06B8
Queue 2 XXXX 0738
Power On Reset Value x‘0000 0000 0000 0000’
Restrictions None
DMA Queues (DMAQS) pnr261_7dmags.fm.06
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3.5.22 DMAQS Destination Address Register

This register is used to set and keep track of the destination address during a DMA transfer. This is the Des-
tination address for the current DMA transfer. In 32-bit addressing mode, the low-order 32 bits of the register
are written, and the high-order 32 bits are reset when the register is loaded. A bit in the Transfer Count and
Flag Register determines whether the destination address is internal to the PNR or is a system address.

Length 64 bits
Type Read/Write
Address Queue 0 XXXX 0628
Queue 1 XXXX 06A8
Queue 2 XXXX 0728
Power On Reset Value x‘0000 0000 0000 0000’
Restrictions None

3.5.23 DMAQS Buffer Address Register

This register is used to set and keep track of the POOLS Buffer address during a DMA transfer. When the
DMA Descriptor directs that a new buffer address be obtained from POOLS, this is the Buffer Address for the
current DMA transfer. A bit in the Transfer Count and Flag Register determines whether a buffer address has
been obtained for this descriptor. This register can be written to an RXQUE queue. The low-order seven bits
should be set to x2a’, the event code for Assign Pool Buffer events.

This is the Destination address for the current DMA transfer.

Length 32 bits
Type Read/Write
Address Queue 0 XXXX 0630
Queue 1 XXXX 06B0
Queue 2 XXXX 0730
Power On Reset Value x‘0000 002A’
Restrictions These registers should not be written during normal system operation.

The low-order 7 bits are set to x’2A’ and should not be modified. This is the event
code for BFA events in RXQUE.
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3.5.24 DMAQS Transfer Count and Flag Register

This register specifies the type and number of bytes transferred during a DMA transfer. The lower 16 bits are
a counter of the number of bytes transferred during a DMA transfer. The upper 16 bits specify the type of

transfer.
Length 32 bits
Type Read/Write
Address Queue 0 XXXX 0644
Queue 1 XXXX 06C4
Queue 2 XXXX 0744
Power On Reset Value x‘0000 0000’
Restrictions None
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[31]30[29]28]27|26]25|24[23][22 21 20[19 18 17 1615 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0]
Bit(s) Name Description
31 Register Destination is 64-Bits
wide These bits must be used with bits 25 and 29 (see below).
30 Register Source is 64Bits wide
29 Clear Checksum/Hold Dest When this bit is set, the checksum and the alignment state are cleared.
28 Compute Checksum/Hold Src When this bit is set, a checksum will be computed over this DMA segment.
When this bit is written to ‘0’, this DMA channel operates in big endian mode. When set to
27 Little Endian Mode ‘1’, the channels operate in little endian mode. In little endian mode, both the source and
destination must be aligned on four-byte boundaries.
When set, the destination address is used as the packet address that is to be enqueued
26 Tx on DMA Complete to CSKED to be transmitted. The lower bits are set to ‘0’ so the buffer base is used for the
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Bit(s) Name

25 Hold Mode

24 Queue on DMA Complete

Inhibit Status Update when DMA

23 Complete

22-20 |Destination Address Specifier
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Description

When set, bits 31-28 are redefined to allow the source or destination address to be held
instead of incremented. Bit 29 becomes hold destination address and bit 28 becomes
hold source address. This allows a single DMA descriptor to do an N-to-1 or 1-to-N trans-
fer. For example, an entire scatter DMA list can be freed to a receive queue enqueue reg-
ister. The address being held must be a register address. When holding, the maximum
length is 252 bytes. When holding, the source or destination is incremented by four when
the DMA completes (for auto-increment mode). Bit 31 becomes destination address 64
bits wide. Bit 30 becomes source address 64 bits wide. This destination is required to
properly update 64 bit wide registers when hold mode is asserted.

When this bit is set, the upper 26 bits of the DMAQS System Descriptor Address register
will be queued to the DMA event queue when the DMA completes. If descriptors are not
being used to set up the DMA, then before starting the DMA, the DMAQS System
Descriptor Address register should be loaded before starting the DMA with a value to
identify this transfer. If descriptors are being used, the DMAQS System Descriptor
Address register will be loaded automatically with the system address of the descriptor
block at the time it is processed.

Normally a bit will be set in the status register when the DMA completes without error. If
this bit is set, this update will not be done. This bit is useful when multiple DMAs are to be
done and an interrupt is only desired on the last transfer. The DMA error status bits are
not affected by this bit.

These bits specify how the destination address should be used for this DMA descriptor.
The following are the valid patterns:

000 PNR memory address: The destination address specifies an PNR internal mem-
ory address.

001 PCI Bus Address: The destination address specifies a PCl bus address.

010 PNR Register Address: The destination address specifies an PNR register
address. Only the low 16 bits must be specified.

011 Get PNR Buffer: The low four bits of the destination address specify a pool ID
from which to get a buffer. If a buffer is not available, a zero destination address
event or appropriate status is raised. Otherwise the buffer address is used as an
PNR memory address.

100 Auto Increment Destination Address: The destination address is sourced from
the previous DMA instead of the destination address specified in the
descriptor.

101 Next Source Address: The destination address is the address of the source
address field of the next descriptor in the current DMA chain. Using this feature
allows indirection.

110 Next Destination Address: The destination address is the address of the destina-
tion address field of the next descriptor in the current DMA chain. Using this fea-
ture allows operations like doing a get buffer in the DMA descriptor chain.

111 Offset Destination Address: The Destination Address is a positive offset from the
DMAQS Buffer Address Register. Using this feature allows, for example, storing
the checksum value in the header of the packet.

Others Reserved: Reserved and flagged as errors.
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Bit(s) Name

Preliminary

Description

These bits specify how the source address should be used for this DMA descriptor. The
following are the valid patterns:

0000

0001
0010

0011

-100

19-16 | Source Address Specifier -1

1000

1011

PNR Memory Address: The source address specifies an PNR internal memory
address.

PCI bus address: The source address specifies a PCl bus address.

PNR Register Address: The source address specifies an PNR register address.
Only the low 16 bits must be specified.

PNR Memory Address and Free Buffer when DMA Complete: The source
address specifies an PNR internal memory address, and this address will be
freed to POOLS when the DMA is complete.

Auto Increment Source Address: The source address is sourced from the previ-
ous DMA instead of the source address specified in the descriptor.

Auto Increment Source Address and Free Buffer when DMA Complete: The
source address is sourced from the previous DMA instead of the source address
specified in the descriptor. The source address specifies an PNR internal mem-
ory address, and this address will be freed to POOLS when the DMA is com-
plete.

Immediate Data: Use the Source Address Field as immediate data. The data is 4
bytes in 32-bit addressing mode or eight bytes when in 64 bit addressing mode.
If the count is greater than the data size, the data is repeated.

Immediate Data and Free Buffer when DMA Complete: Use the Source Address
Field as immediate data. The data is 4 bytes in 32 bit addressing mode or eight
bytes when in 64-bit addressing mode. If the count is greater than the data size,
the data is repeated. The source address will be freed to POOLS when the DMA
is complete.

Others Reserved: Reserved and flagged as errors.

15-0 | Byte Transfer Count

These bits indicate the number of bytes to transfer. A non-zero value in this field will start
the DMA transfer.

3.5.25 DMAQS System Descriptor Address Register

The upper 57 bits contain the address of the current descriptor block and the lower seven bits contain the
number of descriptors in the chain that remain to be processed. When doing register-based DMAs, the low
six bits are set to ‘000001’ when the DMAQS Transfer Count and Flag Register is written. If DMA descriptors
are used for DMA transfers, this register will contain the system address of the current descriptor block and
the number of descriptors that remain to be processed. This address may be queued on DMA completion to
correlate DMA transfers with system control blocks. In 32-bit addressing mode, the low-order 32 bits of the
register are written, and the high-order 32 bits are reset when the register is loaded.

Length 64 bits

Type Read/Write

Address Queue 0
Queue 1
Queue 2

Power On Reset Value

XXXX 0648
XXXX 06C8
XXXX 0748
x‘0000 0000 0000 0000’

Restrictions This register should not be written if descriptors are going to be used to set up DMA
transfers. If it is used, it must be written to 0 before descriptors are enqueued.
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This register contains the accumulated checksum value. It can also be used to initialize the checksum with a
seed value. The most significant bit contains the alignment state (1 = odd, 0 = even alignment). The align-

ment state is significant between subsequent checksummed DMAs.

This register can be read at four different addresses. The base address returns the unmodified accumulated
checksum. The base address +4 returns the inverted accumulated checksum. The base address + 8 returns
the byte-swapped accumulated checksum. The base address + 12 returns the inverted byte-swapped accu-

mulated checksum.

Length

Type
Address

Power On Reset Value

Restrictions

pnr261_7dmags.fm.06
August 14, 2000

32 bits
Read/Write

QO Sum

QO Inv Sum

QO Swapped Sum
QO Inv Swapped
Q1 Sum

Q1 Inv Sum

Q1 Swapped Sum
Q1 Inv Swapped
Q2 Sum

Q2 Inv Sum

Q2 Swapped Sum
Q2 Inv Swapped
QO Sum

QO Inv Sum

QO Swapped Sum
QO Inv Swapped
Q1 Sum

Q1 Inv Sum

Q1 Swapped Sum
Q1 Inv Swapped
Q2 Sum

Q2 Inv Sum

Q2 Swapped Sum
Q2 Inv Swapped

XXXX 0654
XXXX 065C
XXXX 0664
XXXX 066C
XXXX 06D4
XXXX 06DC
XXXX 06E4
XXXX 06EC
XXXX 0754
XXXX 075C
XXXX 0764
XXXX 076C
x‘0000 0000°
x‘0000 FFFF’
x‘0000 0000°
x‘FFFF 0000’
x‘0000 0000°
x‘0000 FFFF’
x‘0000 0000°
x‘FFFF 0000’
x‘0000 0000°
x‘0000 FFFF’
x‘0000 0000°
x‘FFFF 0000’

Only the base address accepts write data. All four addresses return read data.
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Bit(s) Name Description
31-17 |Reserved Reserved.
16 Checksum Alignment This bit set to a ‘1’ indicates odd alignment. This bit set to a ‘0’ indicates even alignment.
15-0 | Accumulated Checksum The current value of the checksum being calculated.

3.5.27 DMAQS Local Descriptor Range Registers
These registers specify the lower and upper bounds of the memory range for local DMA descriptors.

These registers contain the address of the lower and upper bound of the memory range of descriptors that
are in the PNR. If a descriptor block is enqueued, it is compared to these registers. If it falls within this range,
only the descriptor address is placed on the queue. When the descriptor is to be loaded into the DMA regis-
ters, and it falls within this range, it will not be taken from the queue but loaded directly from the descriptor
address. These registers are 4K aligned. The upper bound register contains the address of the last 4K block
in the local descriptor address range.

3.5.27.1 DMAQS Local Descriptor Range Lower Bound Register

Length 64 bits
Type Read/Write
Address XXXX 0798

Power On Reset Value x‘0000 0000 0000 0000’

Restrictions Can be written in diagnostic mode only. The last four addresses in this range are
reserved, and should not be used to hold descriptors.

3.5.27.2 DMAQS Local Descriptor Range Upper Bound Register

Length 32 bits
Type Read/Write
Address XXXX 07A4

Power On Reset Value x‘0000 0000’

Restrictions Can be written in diagnostic mode only. Upper bound is 32 bits. The upper 32 bits
are internally generated, and are not different from the upper 32 bits of the lower
bound register. The last four addresses in this range are reserved, and should not
be used to hold descriptors.
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3.5.28 DMAQS Event Queue Number Register

This register specifies which DMAQS queue should be used when DMA descriptors are enqueued from
CSKED (DMA on transmit comp). This register also indicates the RXQUE Event Queue to which events
should be enqueued for each DMAQS queue register.

Length 32 bits
Type Read/Write
Address XXXX 07CC

Power On Reset Value x‘0000 2210’

Restrictions Can be written in diagnostic mode only.
Bit(s) Name Description
31-20 |Reserved Reserved.
19 Change CSKED Queue If this bit is set on a write, the CSKED queue is modified.
18 Change Queue 2 Event Queue If this bit is set on a write, the Queue 2 Event Queue Selector field is modified.

Selector

Change Queue 1 Event Queue

17 Selector

If this bit is set on a write, the Queue 1 Event Queue Selector field is modified.

Change Queue 0 Event Queue

16 Selector

If this bit is set on a write, the Queue 0 Event Queue Selector field is modified.

Specifies which DMAQS queue should be used when DMA descriptors are enqueued by
CSKED. Invalid code is treated as queue 2.

13-12 |CSKED Queue
11-8 | Queue 2 Event Queue Selection | Specifies the Event Queue to be used for events originating from DMAQS queue 2.
7-4  |Queue 1 Event Queue Selection | Specifies the Event Queue to be used for events originating from DMAQS queue 1.

3-0 | Queue 0 Event Queue Selection | Specifies the Event Queue to be used for events originating from DMAQS queue 0.
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3.5.29 DMAQS DMA Request Size Register
This register specifies the maximum request size for DMA descriptor scheduling.

This is the amount of data that DMAQS will request GPDMA to move in a single request. For example, if a
descriptor wants to move 2K of data and the request size is set to 512 bytes, then DMAQS will request 512
bytes to be moved and then rearbitrate the DMA queues. A value of ‘0’ is the same as x'ffff’.

Length 32 bits
Type Read/Write
Address XXXX 07C4

Power On Reset Value x‘0000 0000’

Restrictions None
Bit(s) Name Description
31-16 | Reserved Reserved.

These bits indicate the largest number of bytes DMAQS will request at one time from

15-0 |Maximum Request Size GPDMA.

3.5.30 DMAQS Enq FIFO Register

This register is for diagnostic use only. It holds DMA descriptors waiting to be placed on a DMA queue. Read-
ing this register is destructive. The oldest entry is read on each read. If it is desired to re-dispatch the
dequeued entries, they will have to be re-enqueued.

DMA Descriptors which reside in System Storage are not immediately copied into the queue, but space is
reserved in the queue for the descriptors, and a descriptor is built which will copy the descriptor into the
queue when needed.

Length 64 bits
Type Read Only
Address XXXX 07F8

Power On Reset Value x‘0000 0000 0000 0000’

Restrictions Cannot be written.
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3.6 The DRAM Controllers (COMET/PAKIT)

This section describes the function of the COMET/PAKIT entities. COMET is the memory controller for Con-
trol Memory, and PAKIT is the memory controller for Packet Memory.

Each controller can support the following types of memory:

¢ Synchronous DRAMSs running at 133 MHz (7.5 ns cycle time) with a CAS latency of two or three and a
burst length of two. Memory sizes of 4 MB, 8 MB, 16 MB, 32 MB, 64 MB, and 128 MB are supported.
Please note that the cycle time of the SDRAM clock is a constant on the PNR. Any SDRAM part selected
must be capable of running at 133 MHz or faster at CAS latency 2 or 3.

e Synchronous SRAM running at 133 MHz (7.5 ns cycle time) with a read latency of two and a write latency
of zero or two. Memory sizes of 1 MB, 2 MB, 4 MB, and 8 MB are supported.

Note: For any memory configuration, modules must be selected such that the loading on any memory net
(including card wiring) does not exceed 44 pF.

The number of column address lines is programmable, allowing both DRAMs with symmetric address (same
number of row and column address lines) and asymmetric address (typically having more row than column
address lines).

If using SDRAM, the memory may be operated as having one or two arrays. The arrays are differentiated by
their chip selects. If the memory is configured to have two arrays, the memory's address range is split equally
between the two arrays.

Memory checking can be enabled/disabled, and the method of checking selected can be either ECC or parity.
If ECC is selected, seven data bits are used for ECC over the 32 data bits. If parity is selected, four data bits
are used to provide parity over the 32 data bits.

COMET/PAKIT are designed so that memory contents are preserved over a reset. If the PNR is reset while a
memory write cycle is in progress, the cycle is completed in an orderly fashion to ensure that valid ECC/parity
is written. Memory timings are not violated when reset goes active. Refresh is maintained during the reset.

3.6.1 Memory Reset Sequence

After a reset, onboard ROM or external firmware must properly configure the control registers for COMET/
PAKIT.

If using SRAM, the reset sequence is complete. If using SDRAM, bit 3 of the memory controller's SDRAM
Command and Status Register must be written to a ‘1’ to initiate forcing the SDRAMSs out of the self refresh
state and performing the POR sequence. When bits five and four of this register are '00', the SDRAMs are
ready for use.

Note: Memory configuration errors occur if an attempt is made to use memory that is configured incorrectly
or, if an attempt is made to use SDRAM before the POR sequence is completed.

Accesses to the first x'20’ bytes of memory (Control or Packet) are not allowed unless bit 26 of the corre-
sponding memory control register is set. With this restriction in place, accesses with zero-valued pointers will
cause the zero address error bit in the memory controller’s status register to be set.
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3.6.2 COMET/PAKIT Control Register

This register contains the information that controls the functions of the entity. Before this register can be
altered, writing it must be enabled in the COMET/PAKIT Memory Controller Write Enable Register (described
on page 149).

Length 32 bits

Type Clear/Set

COMET Address XXXX 0900 and 0904
PAKIT Address XXXX 0980 and 0984

Power On Reset Value x‘0000 0000’

Restrictions None

SDRAM Column Address Size/SRAM Module Width

State Information Selection
SRAM or SDRAM Latency

Memory Type
Memory Size

Reserved

<— 4/2 Bank SDRAM Device

<«— Freeze DRAM Error Registers

«— Enable ECC or Parity

<— SRAM Byte Enables for Writes Only
«— Disable SDRAM Overlapped

O
o
>
-
(0]
(2]
(0]

[any

vy 3

 |«— Disable Zero Address Error Detection
D |«— Disable Driving Memory Data Nets When Idle
o |«— Latch Error Registers on Single Bit Errors

N |«— Encode SRAM Chip Selects

R |«— SDRAM Split ECC
N |«— Reserved
D |«— Drive SRAM Output Enables
~ |«— Parity or ECC
Reserved
~ [«— Memory Unpopulated
o |«— Number of DRAM Arrays

v
6

[N pan
w | €

|31 30[29]28]

[$)]
N

|25 24|

-
©

|17|1

(o]
-
;]

[13 12][11 10[9 8]

Bit(s) Name Description
31-30 |Reserved Reserved.

When this bit is 1°, the SDRAMs attached are four-bank devices. When a ‘0’, the
29 4/2 Bank SDRAM Device SDRAMs are two-bank devices. A ‘0’ setting works for either type device, but four-bank
devices provide slightly better performance if this bit is set to ‘1°.

28 Reserved Reserved.

When using SRAM, this bit set to a ‘0’ causes the chip select outputs to be direct chip
27 Encode SRAM Chip Selects selects. Set to ‘1’, chip selects 2-0 carry an encoded value for one of eight chip selects.
Chip select three indicates when chip selects 2-0 are valid.

Disable Zero Address Error

26 Detection

When set to ‘1, this bit disables the detection of zero address errors to memory.

These bits control what will be visible on the enstate outputs if COMET/PAKIT are

25-24 |State Information Selection selected for observation on the enstate pins.

Disable Driving Memory Data Nets | When set to ‘1’, this bit disables the memory controller from driving the memory data nets

23 When Idle to ‘0’ when the controller is idle.
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Bit(s) Name
22 SDRAM Split ECC

19

18

17

16

15

14

13-12

11-10

Reserved

Drive SRAM Output Enables

Freeze Error Registers

Latch Error Registers on Single Bit

Errors

Enable ECC or Parity

SRAM Byte Enables for Writes
Only

Disable SDRAM Overlapped
Bank Accesses/Shorten SRAM
Write Duration

Parity or ECC

Reserved

SRAM or SDRAM Latency

Memory Type

Memory Unpopulated

pnr261_8cometpakit.fm.06
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Description

When set to ‘1’, this bit indicates that the ECC/parity for multiple arrays of memory are in
separate modules and a slight increase in performance is possible. If this bit is ‘0, the
ECCl/parity is in a shared module. If using neither ECC or parity, this bit should be set to
‘1” for a slight performance increase. This bit applies only when SDRAM is being used.

Reserved.

When set to ‘1’, this bit allows functional output enables to be driven for SRAMs. When
set to ‘0’, the output enables are driven active continuously.

When set to ‘1’ this bit freezes the Memory Address Register and the Syndrome Register
when a memory error occurs. When this bit is set to ‘0’, the error registers are updated
whenever an error is encountered. For this bit to have any meaning with single bit errors,
bit 18 must also be ‘1°.

When set to ‘1, this bit allows error data to be latched into the Memory Error Address
Register and the Syndrome Register when a single bit errors occurs. When this bit is set
to ‘0’, single bits errors do not latch data into the error registers.

This bit set to ‘1’ enables ECC detection/correction or parity error detection.

When set to ‘1’, this bit causes byte enables to only be driven on writes to SRAM. The
enables are driven inactive for reads. If the bit is set to ‘0’, the byte enables are valid on
both reads and writes.

When the memory controller is configured for SDRAM, setting this bit to ‘1’ disables the
overlapping of bank accesses. When configured for SRAM, setting this bit to ‘1’ shortens
the time the PNR drives data on writes.

When set to ‘1’, this bit causes parity to be generated. This bit set to ‘0’ causes ECC to be
generated. ECC is supported for DRAM only.

Reserved.

These bits indicate the delay between performing a read and the memory returning data.
The bits are encoded as follows:

00 1 Cycle (SRAM only)

01 2 Cycles
10 3 Cycles (SDRAM only)
11 Reserved

These bits indicate the type of memory being used for memory. The bits are encoded as
follows:

00 SRAM

01 ZBT SRAM

10 Synchronous DRAM (SDRAM)

11 Enhanced Synchronous DRAM (ESDRAM)

If this bit is ‘1°, there is no physical memory connected to this controller.
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Bit(s)

6-4

3-1

0

Name

SDRAM Column Address Size/
SRAM Module Width

Memory Size

Number of DRAM Arrays

The DRAM Controllers (COMET/PAKIT)
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Description

These bits indicate the number of column address lines. The bits are encoded for
SDRAM as follows:

‘000" 8 column address lines (256 words/row)
‘001”9 column address lines (512 words/row)
‘010° 10 column address lines (1 K words/row)
‘011 Reserved

“1XX*  Reserved

The bits are encoded for SRAM as follows:
‘000’ 18-bit wide 4 MB SRAM

‘001’ 18-bit wide 8 MB SRAM

‘010’ 18-bit wide 16 MB SRAM

‘011’ 18-bit wide 32 MB SRAM

‘100  36-bit wide 4 MB SRAM

‘101°  36-bit wide 8 MB SRAM

‘110  36-bit wide 16 MB SRAM

‘111" 36-bit wide 32 MB SRAM

These bits indicate the total amount of memory present, that is, two 64MB SDRAM arrays
would result in a value of 128 MB in these bits. The bits are encoded as follows:

‘0000 1 MB

‘001" 2MB
‘0100 4 MB
‘0117 8 MB
‘1000 16 MB
‘1017 32MB
‘110 64 MB

‘1117 128 MB - SDRAM Only

This bit indicates the number of arrays of DRAM present. This bit set to ‘0’ indicates one
array; the bit set to ‘1’ indicates two arrays.
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3.6.3 COMET/PAKIT Status Register

This register contains status information for COMET/PAKIT.

Length 32 bits

Type Clear/Set

COMET Address XXXX 0908 and 090C
PAKIT Address XXXX 0988 and 098C
Power On Reset Value x‘0000 0000’
Restrictions None

Reserved

v

v

|313029282726252423222120191817161514131211 10 9 8 7 6|

o1 |«— Zero Address Error

& |«— Memory Configuration Error

w |«— Uncorrectable Error Detected

N |«— Single bit Error

— |«— Memory Address Out of Range Error
o |[«— Reserved

Bit(s)
31-6
5

4
3
2

Name
Reserved
Zero Address Error
Memory Configuration Error
Uncorrectable Error Detected
Single Bit Error

Memory Address Out of Range
Error

Reserved

pnr261_8cometpakit.fm.06
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Description
Reserved.
This bit is set if COMET/PAKIT is presented an address of zero.
This bit is set if COMET/PAKIT is configured in an invalid combination.
This bit is set if an uncorrectable error is detected.
This bit is set if a single bit ECC error is detected.

This bit is set if the address presented to the memory controller is out of the defined
range.

Reserved.
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3.6.4 COMET/PAKIT Interrupt Enable Register

This register allows the user to enable interrupts for each of the conditions reported in the COMET/PAKIT
Status Register. Each bit corresponds to the same bit in the status register and when set to ‘1’ generates an
interrupt from COMET/PAKIT to INTST if the condition is detected.

Length 32 bits

Type Clear/Set

COMET Address XXXX 0910 and 0914
PAKIT Address XXXX 0990 and 0994

Power On Reset Value x‘0000 003A’

Restrictions None
Bit(s) Name Description
31-6 | Reserved Reserved.

When one of these bits is set to one and the corresponding bit in the COMET/PAKIT Sta-

50 Interrupt Enable tus Registeris also set, an interrupt is generated.

3.6.5 COMET/PAKIT Lock Enable Register

This register allows the user to selectively allow each of the conditions reported in the COMET/PAKIT Status
Register to force a memory lock condition in the memory controller. Each bit corresponds to the same bit in
the status register and when set to ‘1’ causes a memory lock if the condition is detected.

Length 32 bits

Type Clear/Set

COMET Address XXXX 0918 and 091C
PAKIT Address XXXX 0998 and 099C

Power On Reset Value x‘0000 003A’

Restrictions None
Bit(s) Name Description
31-6 | Reserved Reserved.

When one of these bits is set to one and the corresponding bit in the COMET/PAKIT Sta-

50 Lock Memory tus Register is also set, the memory subsystem will lock.
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3.6.6 COMET/PAKIT Memory Error Address Register

This register holds the address at which the last memory error occurred.

Length 32 bits
Type Read Only
COMET Address XXXX 0920
PAKIT Address XXXX 09A0

Power On Reset Value x‘0000 0000’

Restrictions None

Reserved Error Address

! v !

|3130292827|26252423222120191817161514131211109 8 7 6 5 4 3 2 1 O|

Bit(s) Name Description
31-27 Reserved Reserved.

26-0 |Error Address The read address of the last memory error.
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3.6.7 COMET/PAKIT SDRAM Command and Status Register

This register is used to issue various commands to and control the timing operation of Synchronous DRAMS
when they are attached to the PNR. If the PNR is not configured for SDRAMSs, any writes to bits 3-0 of this
register are ignored. This register is also used to reflect the status of the Synchronous DRAMs. When a com-
mand bit in this register is set (bits 3-0 only), the command executes and resets the bit upon completion. Only
one bit (3-0 only) may be set during any write. Software should poll this register to make sure the previous
command has completed before issuing another write to this register. If more than one bit at a time is written
to this register (3-0 only), the results may be unpredictable.

Length 32 bits

Type Read/Write
COMET Address XXXX 0924
PAKIT Address XXXX 09A4

Power On Reset Value x‘0000 3030’

Restrictions None
[0]
2
(0]
g g o
[o}
» O 5
n O = 0
289
r S =
2 9 5 & B
° o o = o O
e e 8 Qs
g LSt s Z
Reserved TRCD Delay TDPL Delay TRAS Delay TRP Delay TRC Delay g 8 $ E % LICJ m
v v v v v v v v v v v R
[31 30 29 28 27 26 25 24[23 22 21 20|19 18 17 1615 14 13 12[11 10 9 8[7 6|5[4[3[2][1]0
Bit(s) Name Description
31-28 |Reserved Reserved.

The value of these four bits determine the number of cycles between RAS and CAS. To
determine the value needed in these bits, take the Trcp parameter from the specification
of the SDRAM part to be used, divide by 7.5 ns, and round up if necessary. Suggested

27-24 | Trep Delay values are:
x'3’ 6.8 ns SDRAM

x2’ 6 ns ESDRAM
x2’ 7.5 ns ESDRAM

The value of these four bits determine the number of cycles after writing data before a

precharge command may be issued. To determine the value needed in these bits, take

the Tppg (for CAS latency 3) or Tpp| 5 (for CAS latency 2) parameter from the specifica-

tion of the SDRAM part to be used, divide by 7.5 ns, and round up if necessary. Sug-
23-20 | Tppy Delay gested values are:

x2’ 6.8 ns SDRAM
x1’ 6 ns ESDRAM
x1’ 7.5 ns ESDRAM
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Bit(s) Name

19-16 TRAS Delay

15-12 TRP Delay

11-8 TRC Delay

7-6 Reserved

5 POR

4 Self Refresh

3 Initialize SDRAMs

2 Start Power on Reset Sequence

1 Enter the Self Refresh State

0 Exit the Self Refresh State

pnr261_8cometpakit.fm.06
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Description

The value of these four bits determine the number of cycles a bank must be active. To
determine the value needed in these bits, take the Tgg parameter from the specification
of the SDRAM part to be used, divide by 7.5 ns, and round up if necessary. Suggested
values are:

X7 6.8 ns SDRAM

x‘3’ 6 ns ESDRAM

x‘3 7.5 ns ESDRAM

The value of these four bits determines the number of cycles after a bank precharge
starts before the bank may be accessed again. To determine the value needed in these
bits, take the Trp parameter from the specification of the SDRAM part to be used, divide
by 7.5 ns, and round up if necessary. If Tpp is 2, Tgp may need to be increased by one
to insure correct operation. Suggested values are:

x4 6.8 ns SDRAM

x2’ 6 ns ESDRAM

x2’ 7.5 ns ESDRAM

The value of these four bits determine the bank cycle time. To determine the value
needed in these bits, take the Ty parameter from the specification of the SDRAM part to
be used, divide by 7.5 ns, and round up if necessary. Suggested values are:

XA 6.8 ns SDRAM

x5’ 6 ns ESDRAM

x5’ 7.5 ns ESDRAM

Reserved.

When set to ‘1’, this bit indicates the POR sequence has not been performed on the
SDRAMs. This bit automatically resets to ‘0’ when the POR sequence has been per-
formed.

This bit reads ‘1’ when the SDRAMs are in the self refresh state. This bit reads ‘0’ when
the SDRAMSs are not in the self refresh state. This bit is ‘1’ after a POR or reset. The exit
self refresh operation must be performed before the POR sequence is initiated.

This bit effectively encapsulates the functions provided by bits 2 and 0. Setting this bit to
‘1’ causes the memory controller to take the SDRAMSs out of self refresh and perform the
POR sequence on them. This bit clears itself. When the initialization is complete, bits 4
and 5 should be a ‘0'.

When set to ‘1’, this bit causes the DRAM controller to initiate the SDRAM power on
sequence. This includes an all-banks precharge, following by a command register write
that sets the CAS latency to 3, the wrap type to sequential, and the burst length to 1, fol-
lowed by two refresh cycles. After this sequence is initiated and completed, bit 5 resets
and the SDRAMs are ready for normal use.

When set to ‘1’, this bit causes the SDRAM controller to signal the SDRAMs to go into the
self refresh state. All memory activity is suspended. Once the SDRAMs have entered the
self refresh state, bit 4 will set. This bit will clear itself.

When set to ‘1’, this bit causes the SDRAM controller to signal the SDRAMs to exit the
self refresh state. Once the SDRAMSs have exited the self refresh state, bit 4 will clear.
This bit will clear itself.
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3.6.8 COMET/PAKIT DRAM Refresh Rate Register

This register holds the value of a counter used to control the rate of refresh for the DRAM.

Length 32 bits

Type Read/Write
COMET Address XXXX 0928
PAKIT Address XXXX 09A8

Power On Reset Value X'0000 0820’

Restrictions None
Reserved Refresh Rate
|31 30 29 28 27 26 25 24 23 22 21 201918171615141312‘11 10 9 8 7 6 5 4 3 2 1 O‘
Bit(s) Name Description
31-12 | Reserved Reserved.

The value of these bits multiplied by 7.5 ns gives the refresh rate. The POR value of

11-0  |Refresh Rate x‘820’ yields a refresh rate of 15.6 ms.
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This register holds the syndrome bits that can be used to isolate the data or check bit in error when ECC is
used. When parity is used, this register indicates which of the four bytes of the memory bus had a parity error.

Length 32 bits
Type Read/Write
COMET Address XXXX 092C
PAKIT Address XXXX 09AC

Power On Reset Value x‘0000 0000’

Restrictions None

Reserved

Syndrome Bits

{

' v

|313029282726252423222120191817161514131211 10 9 8 7|6 5 4 3 2 1 O|

Bit(s) Name
31-7 | Reserved

6-0 | Syndrome Bits

Table 15: ECC Syndrome Bits
Bit in Error
ECC(6)

pnr261_8cometpakit.fm.06
August 14, 2000

Reserved.

Description

When using ECC, a single bit error can be identified by matching the contents of this reg-
ister to the corresponding bit in the table below. When using parity, only bits 3-0 are valid

and are interpreted as follows:
0000  No parity error

0001  Parity error on bits 7-0
0010  Parity error on bits 15-8

0100  Parity error on bits 23-16
1000  Parity error on bits 31-24

Other Reserved

Syndromes
‘1000000’
‘0010000’
‘0000100’
‘00000071’
‘0111000’
‘0110010’
‘1110000’
‘1100100’
‘01001071’
‘00011071’
‘01100071’
‘00110071’
‘10100071’
‘1001010’

Bit in Error
ECC(5)
ECC(3)
ECC(1)

Syndromes
‘0100000’
‘0001000’
‘0000010’

N/A
‘0110100’
‘0101100’
‘1101000’
‘1100010’
‘0010101’
‘1100001’
‘0101001’
‘1000101’
‘1001100’
‘1000110’
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Table 15: ECC Syndrome Bits (Continued)

Bit in Error Syndromes Bit in Error Syndromes
DATA(11) ‘1000011’ DATA(10) ‘1011000’
DATA(09) ‘1010100’ DATA(08) ‘1010010’
DATA(07) ‘0100011’ DATA(06) ‘0010011’
DATA(05) ‘0001011’ DATA(04) ‘0000111’
DATA(03) ‘0011010’ DATA(02) ‘0100110’
DATA(01) ‘0010110’ DATA(00) ‘0001110°

3.6.10 COMET/PAKIT Checkbit Inversion Register

This register can be used for diagnostic purposes to invert the ECC/parity check bits that are written to mem-
ory.

Length 32 bits

Type Read/Write
COMET Address XXXX 0930
PAKIT Address XXXX 09B0

Power On Reset Value x‘0000 0000’

Restrictions None
Reserved Invert Check Bits
|31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7|6 5 4 3 2 1 O|
Bit(s) Name Description
31-7 |Reserved Reserved.
6-0 Invert Check Bits Setting any of these bits inverts the corresponding check bit that is written to memory.

Only bits 3-0 are valid when parity is used as a checking mechanism.
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3.6.11 COMET/PAKIT Memory Controller Write Enable Register

This register must be written to a specific pattern before the Memory Control Register can be written.

Length 32 bits

Type Read/Write
COMET Address XXXX 0934
PAKIT Address XXXX 09B4

Power On Reset Value x‘0000 00B4’

Restrictions None

Reserved Lock Bits

v v v v

|313029282726252423222120191817161514131211 10 9 8|7 6 5 4 3 2 1 O|

Bit(s) Name Description
31-8 |Reserved Reserved.

This register must be written to x'‘B4’ before the Memory Control Register can be written.
7-0 Lock Bits This register will POR to x'B4’, but eprom initialization code may set up the memory con-
troller and clear this register back to x‘0’.
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3.6.12 COMET/PAKIT Memory Configuration Error Sense Register

This register can be read to help determine the source of a memory configuration error. The bits in this regis-
ter reset automatically once the configuration error is resolved.

Length 32 bits
Type Read Only
COMET Address XXXX 0938
PAKIT Address XXXX 09B8

Power On Reset Value x’0000 0000’

Restrictions None
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Reserved [ I R S S S
[31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7[6|5[4[3[2[1]0]

Bit(s) Name
31-7 | Reserved

6 SDRAM Not Properly Initialized

SDRAM Column Address Size
Error

SDRAM Invalid Amount of Mem-
ory

3 SDRAM Bad Latency
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Description
Reserved.

An SDRAM access has been attempted without the SDRAMs being taken out of self
refresh and/or the POR sequence being performed.

Bits 6-4 of the control register have an invalid value.

Bits 3-2 of the control register indicate less than 4 M of memory.

Bits 11-10 of the control register indicate a latency of one or a reserved value.
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Bit(s) Name

SRAM Invalid Amount of
Memory

1 SRAM with ECC Enabled

0 SRAM Bad Latency
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Description

Bits 27, 13-12, and 3-1 of the control register indicate an invalid SRAM memory size.
Acceptable sizes are:

4 Mbit x18 unmuxed chip selects of sizes 1 M, 2 M, 4 M.

8 Mbit x18 unmuxed chip selects of sizes 2 M, 4 M, 8 M.
16 Mbit x18 unmuxed chip selects of sizes 4 M, 8 M, 16 M.
32 Mbit x18 unmuxed chip selects of sizes 8 M, 16 M, 32 M.
4 Mbit x18 muxed chip selects of sizes2 M, 4 M, 8 M.

8 Mbit x18 muxed chip selects of sizes 4 M, 8 M, 16 M.

16 Mbit x18 muxed chip selects of sizes 4 M, 16 M, 32 M.
32 Mbit x18 muxed chip selects of sizes 8 M, 32 M, 64 M.
4 Mbit x36 unmuxed chip selects of sizes 1 M, 2 M.

8 Mbit x36 unmuxed chip selects of sizes 1 M, 2 M, 4 M.
16 Mbit x36 unmuxed chip selects of sizes2 M, 4 M, 8 M.
32 Mbit x36 unmuxed chip selects of sizes 4 M, 8 M, 16 M.
4 Mbit x36 muxed chip selects of sizes 1 M, 2 M, 4 M.

8 Mbit x36 muxed chip selects of sizes2 M, 4 M, 8 M.

4 Mbit x36 muxed chip selects of sizes 4 M, 8 M, 16 M.

8 Mbit x36 muxed chip selects of sizes 8 M, 16 M, 32 M.

Bits 17, 14, and 9-8 of the control register indicate ECC is enabled with an SRAM configu-
ration. This is invalid.

Bits 11-10 of the control register indicate a latency of three or a reserved value.
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3.7 On-chip Checksum and DRAM Test Support (CHKSM)

3.7.1 Software Use of CHKSM

This section outlines some ways CHKSM can be set up and used.

Test Mode Possible Patterns

In test mode, a 64-bit pattern is written/compared to/with memory. There are several different patterns that
can be used:

Constant Test Pattern When in test mode, and the RP bit is cleared, the CHKSM Ripple Base Regis-
ter is replicated eight times to form a 64-bit pattern.

Ripple Pattern When in test mode and the RP bit is set and RP-ADD is set and CHKSM Rip-

with increment of 1 ple Limit Register is set to ‘0’, a 64-bit pattern is generated using the CHKSM

Ripple Base Register as a base. For example, if the CHKSM Ripple Base
Register is set to 1’, the following pattern is generated:

0102030405060708
0203040506070809
030405060708090A
0405060708090A0B

Ripple Pattern When in test mode and the RP bit is set and RP-ADD is cleared and CHKSM

with increment of 8 Ripple Limit Register is set to ‘0’, a 64-bit pattern is generated using the
CHKSM Ripple Base Register as a base. For example, if the CHKSM Ripple
Base Register is set to ‘1’ the following pattern is generated:

0102030405060708
090A0BOCODOEOF10
1112131415161718
191A1B1C1D1E1F20
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Ripple Pattern Each of the above ripple patterns can also make use of the CHKSM Ripple
with Ripple Limit Limit Register. By setting this register, the user can control when the ripple

pattern rolls over to zero. For example, when the CHKSM Ripple Limit Regis-
ter is set to three in increment-by-one mode the ripple pattern looks like:

0102030405060708
0203040506070809
030405060708090A
0001020304050607
0102030405060708
0203040506070809
030405060708090A

Similarly, when the CHKSM Ripple Limit Register is set to ten, in increment-
by-eight mode, the ripple pattern looks like:

0102030405060708
090A0BOCODOEOF10
1112131415161718
0001020304050607

This section contains descriptions of the registers used by the arbiter logic.

Initializing Packet/Control Memory

The following list shows the steps to use CHKSM to initialize Packet or Control Memory:

e Make sure CHKSM is in diagnostic mode, and other mode bits are reset.

e Set the start address by writing the base address.

* Set up the read/write count with number of bytes to initialize.

e Set up the test pattern register (ripple pattern register) with pattern to use.

* Set up the Control Register to enable test mode, enable checksum entity, and set the memory select bit
correctly based on which memory is to be initialized.

¢ Now busy wait until the operation is done (or set up Interrupt Enable Register and wait for interrupt).

Testing Packet/Control Memory

The following list shows the steps to use CHKSM to test packet or Control Memory:

e First initialize memory with a pattern using above sequence.

* Make sure CHKSM is in diagnostic mode, and other mode bits are reset.

e Set the start address by writing the base address.

e Set up the read/write count with number of bytes to test (same as initialization value).

e The test pattern register (ripple pattern register) already contains the pattern.

e Set up the Control Register to enable test mode, turn on RW bit, enable checksum entity, and set the
memory select bit correctly based on which memory is to be initialized.

¢ Now busy wait until the operation is done (or set up interrupt Enable register and wait for interrupt).

* When done, check the status register for any errors.
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Using Ripple Pattern Generation/Checking in Packet/Control Memory

The procedures to use the ripple pattern generation and checking are the same as using test write/read
modes. The only difference is that the use ripple pattern mode bit must be set and the ripple pattern base reg-
ister must be set up.

3.7.2 Running a TCP/IP Checksum in Packet/Control Memory

The following list shows the steps to use CHKSM to generate/verify a TCP/IP checksum:

¢ Make sure CHKSM is in diagnostic mode (not enabled).

e Set the start address by writing the base address.

e Set up the read/write count with number of bytes to run checksum over, and set the upper two bits of the
read/write count register. Writing these upper two bits assumes other mode bits are set correctly (that is,
memory bank select).

¢ Now busy wait until the operation is done (or set up interrupt Enable register and wait for interrupt).

3.7.3 CHKSM Base Address Register

The CHKSM Base Address Register indicates the starting address of a test operation or checksum calcula-
tion. The base address can be set up with any alignment and valid address.

This register increments with each read or write to memory. On a test mode error, the register holds the
address of the 64-bit word which was read in error.

Length 32 bits
Type Read/Write
Address XXXX 0A00

Power On Reset Value x‘0000 0000’

Restrictions Can only be written when CHKSM is not enabled (see EE bit in 3.7.70 CHKSM
Control Register on page 161)
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3.7.4 CHKSM Read/Write Count Register

The CHKSM Read/Write Count Register indicates the count of remaining bytes of a checksum operation.
This register keeps track of how many bytes remain in the current checksum operation and is decremented
with each read or write operation.

Any length can be set in the 30 lower significant bits.

The upper two bits of this register can be written when starting a checksum operation instead of writing the
control register.

Length 32 bits
Type Read/Write
Address XXXX 0A04

Power On Reset Value x‘0000 0000’

Restrictions Can only be written when CHKSM is not enabled (see EE bit in 3.7.70 CHKSM
Control Register on page 161).

S o

5 o Remaining Bytes

|31|30|29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 A1 O|
Bit(s) Name Description

Start a checksum operation. When this bit is written, bits 0 and 1 in the control register are
31 ST-CK set, and a checksum operation is started. This should only be done when the rest of the
control register bits are already set up (i.e., memory select, invert checksum).

When this bit is written, it will clear the CHKSM TCP/IP Checksum Data Register. This is

30 CL-IP the same as writing a ‘1’ to bit 6 of the CHKSM Control Register.
29-0 |Remaining Bytes Bytes remaining in checksum calculation.
On-chip Checksum and DRAM Test Support (CHKSM) pnr261_9chksm.fm.06
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3.7.5 CHKSM TCP/IP Checksum Data Register

The CHKSM TCP/IP Checksum Data Register collects the 16-bit, two’s complement, end-around-carry sum
of the bytes. The source data is zero padded if it starts or ends on an odd byte boundary. It can be seeded
with an initial value. If it is not cleared before running a checksum, the previous value will act as a seed. This
register can be cleared when starting a checksum operation by writing the CLIP bit in the CHKSM Control
Register or by writing upper bits of the CHKSM Read/Write Count Register.

See 3.7.10 CHKSM Control Register on page 161 for description of how to get/set current checksum align-
ment.

Length 32 bits
Type Read/Write
Address Normal sum XXXX 0A08
Inverted sum XXXX 0A0C
Swapped sum XXXX 0A34
Inverted swapped sum  XXXX 0A38
Power On Reset Value x‘0000 0000’
Restrictions Can only be written when CHKSM is not enabled (see EE bit in 3.7.70 CHKSM

Control Register on page 161).

Bit(s) Name Description

31-16 |Reserved Reserved.

15-0 | Calculated Checksum As a checksum operation proceeds, the checksum generated is stored here.
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3.7.6 CHKSM Ripple Base Register

This register is used as base of a ripple pattern when in test mode. Each consecutive byte will be incre-
mented by one or eight in the pattern. The ripple mode must be set in the Control Register to use this feature.
The value of this register will change during the test operation. If a write and compare operation is being per-
formed, this register needs to be set up again for the second operation.

Length 32 bits
Type Read/Write
Address XXXX 0A14

Power On Reset Value x‘0000 0000’

Restrictions Can only be written when CHKSM is not enabled (see EE bit in 3.7.70 CHKSM
Control Register on page 161).

Bit(s) Name Description
31-8 |Reserved Reserved.

When written prior to a test operation, this register will contain the initial value used to
7-0 Ripple Pattern Base generate the test pattern. During the test operation, this register will be repeatedly
updated as the test advances.
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3.7.7 CHKSM Ripple Limit Register

This register is used to determine when the ripple base register overflows to zero. This register forms the
compare value for the ripple base register. When the value of the ripple base register is greater than or equal
to this register, the base register will overflow to zero. For example, when this register is set to four, the ripple
base register would count from zero through four if counting by one.

When set to x‘0000 0000’, no overflows to zero occur. For example, when bits 7-0 of the ripple value are
x‘FF’, and you are counting by eight, the next value would still be x‘07’. If counting by one, then the next value
would be x‘00’.

This register should be written before the ripple base.

Length 32 bits
Type Read/Write
Address XXXX 0A10

Power On Reset Value x‘0000 O0OFF’

Restrictions Can only be written when CHKSM is not enabled (see EE bit in 3.7.70 CHKSM
Control Register on page 161).

Bit(s) Name Description
31-8 |Reserved Reserved.
7-0 Ripple Limit Maximum value for the Ripple Base Register.

3.7.8 CHKSM Interrupt Enable Register

This register allows the user to enable interrupts for each of the conditions reported in the CHKSM Status
Register. Each bit corresponds to the same bit in the status register and when set to ‘1’ generates an interrupt
from CHKSM to INTST if the condition is detected.

Length 32 bits
Type Clear/Set
Address XXXX 0A20 and 0A24

Power On Reset Value x‘0000 OFFE’

Restrictions None
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3.7.9 CHKSM Status Register

This register is used to relay CHKSM status information.

Length 32 bits
Type Clear/Set
Address XXXX 0A18 and OA1C

Power On Reset Value x‘0000 0001’

Restrictions The count zero bit is not writable.
¥ ~ o
Reserved TEX Q w w N
(31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12[11 10 9 8 7 6 5 4[3[2[1]0]
Bit(s) Name Description
31-12 Reserved Reserved.
Test Error in Byte 7-0. When these bits are set, the checksum has determined that a read
11-4 | TEX comparison error was encountered in the corresponding byte. Byte 0 is bits 63-56 in a 64-
bit long word.

Comet Lock. When this bit is set, the checksum has determined that COMIT has ceased

8 LCK operation for some reason, or a virtual error was detected.
Test Error MSW. When this bit is set, checksum has determined that a read comparison
2 TE1 ) S .
error was encountered in the most significant 32-bit word.
Test Error LSW. When this bit is set, the checksum has determined that a read compari-
1 TEO . I -
son error was encountered in the least significant 32-bit word.
0 Ccz Count Zero. This bit is set when the terminal count of an operation is reached.
On-chip Checksum and DRAM Test Support (CHKSM) pnr261_9chksm.fm.06
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3.7.10 CHKSM Control Register

The various bits in this register control the mode in which the checksum entity operates.

Length 32 bits
Type Clear/Set
Address XXXX 0A28 and 0A2C

Power On Reset Value x‘0000 0000’

Restrictions None
= )
t 293322
Reserved A X T2t 2FELH
v R
\31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13[12[11]10]9[8|7[6][5]4[3[2[1]0]
Bit(s) Name Description

31-13 Reserved Reserved.

Clear to All Ones. When this bit is set, the CHKSM TCP/IP Checksum Data Register is
set to x'ffff’ when it is cleared. When this bit is cleared, the CHKSM TCP/IP Checksum
Data Register is set to ‘0’. This option should be used if the TCP/IP checksum should
never be set to ‘0’ (xffff’ is ‘0’ also).

12 CL-FF

Expose Alignment. When this bit is set, the internal checksum alignment is exposed for
reading/writing. For writes, bit 16 of the write data is used to set the internal alignment.
For reads, the alignment is exposed in bit 16 or bit 0 depending on the value of the HI-LO
bit in this register. This can be useful if doing non-consecutive multiple part check sums
(need to preserve alignment between chunks). When this bit is cleared, the internal
checksum alignment is not exposed. It is always cleared when the CL-IP bit in this regis-
ter is set. Normally, the internal alignment is calculated and maintained across consecu-
tive check sums.

11 EX-AL

Hi Lo Word. When this bit is set, the checksum data register data is placed in the most
significant 16 bits of the 32-bit value read. When this bit is cleared, the checksum data

10 HI-LO register data is placed in the least significant 16 bits of the 32-bit value read. This bit does
not affect how writes to the checksum data register occur; the data from the least signifi-
cant 16 bits is always used.

Swap Checksum. When this bit is set, the checksum data register data is byte-swapped
when read. When this bit is cleared, the checksum data register data is read normally.
There are also new checksum data register addresses that can be read that do the same
thing as this control bit. This bit is depreciated.

9 SW-SUM

Invert Checksum. When this bit is set, the checksum data register data is inverted when
read. When this bit is cleared, the checksum data register data is read normally.

There are also new checksum data register addresses that can be read that do the same
thing as this control bit. This bit is depreciated.

8 IN-SUM

Ripple Addend. When this bit is set, the ripple base register counts up by one. When this

7 RP-ADD bit is cleared, the ripple base register counts up by eight.

Clear IP. When this bit is written, it will clear the CHKSM TCP/IP Checksum Data Regis-
6 CL-IP ter and itself. The result of this will be that this bit will never be read as a ‘1’. The internal
alignment is also cleared.
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Bit(s) Name Description

Ripple. When this bit is set, a ripple pattern will be used in both the read and write test
5 RP modes. The ripple pattern is used instead of the constant test pattern. When this bit is
reset, the constant test pattern is used for the test mode data.

Memory Select. When this bit is set, all CHKSM memory accesses are to the Control
4 MS Memory. When this bit is cleared, all CHKSM memory accesses are to the Packet Mem-

ory.
R/-W Test Mode. When this bit is set, the entity will take the data that is read and com-
pare it to the test/ripple pattern.

When this bit is reset, the checksum entity will write data using the test/ripple pattern to
the DRAM.

Test Mode. When this bit is set, the entity will take the data that is read and compare it to
the test/ripple pattern, or will write data using the test/ripple pattern to the DRAM depend-
ing on the setting of the RW bit. In both cases, the reading or writing will continue until

2 ™ either an error is encountered or the CHKSM Read/Write Count Register counts down to
.
When this bit is reset, the checksum entity will operate as described by the other bits.
Test and CHKSM modes are mutually exclusive, and test mode takes precedence.

Enable TCP Checksum Updates. When this bit is set, the entity will collect the TCP

checksum in the CHKSM TCP/IP Checksum Data Register.

1 ET When this bit is reset, the CHKSM TCP/IP Checksum Data Register will not be changed
by data that is read from the DRAM.

Test and CHKSM modes are mutually exclusive, and test mode takes precedence.

Enable Entity CHKSM. When this bit is set, the entity will run as specified.
When this bit is reset, the entity will not run.
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3.7.11 Debugging Register Access

3.7.11.1 CHKSM Internal State

Internal state of checksum.

Note: This register should not be written unless specifically directed to do so by IBM technical support.

Length 32 bits
Type Read/Write
Address XXXX 0A3C

Power On Reset Value x‘0000 0000’

Restrictions None
Bit(s) Name Description
31-3 |Reserved Reserved.
2-0 Internal State of Checksum For use only as specifically directed by IBM Technical Support.
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3.8 The PHY Interface (LINKC)

3.8.1 Functional Description

LINKC provides the interface between the PNR and either an ATM PHY device or, when the internal framer is
selected, a serializer/deserializer device.

LINKC is composed of three pieces. LINKX, which contains all the registers described below, is clocked with
the same clock as other parts of the chip. LINKT, the transmit logic, is clocked on the transmit clock, which is
selected via the Clock Control Register (described in Clock Control Register on page 111). LINKR, the
receive logic, is clocked on the receive clock, which is also selectable via the Clock Control Register. Trans-
mit and receive transfers are synchronized via their respective interface transfer clock. The data path size is
8- or 16-bits wide and is selectable through bit 3 of the control register. The PNR interfaces the following PHY
devices:

¢ PMC SIERRA PM5346 SUNI LITE

¢ PMC SIERRA PM5351 SUNI TETRA

¢ PMC SIERRA PM5356 SUNI 622 MAX
¢ PMC SIERRA PM5357 SUNI 622 POS
¢ UTOPIA 8- or 16-bit interface

¢ PMC SIERRA POS-PHY

3.8.2 Multi-Drop

When the PNR is in multi-drop Utopia mode, it supports four external PHY devices. Each port is associated
with a configuration register. Four configurations are provided so up to four different types of PHYs can be
connected to the PNR. This allows the user to mix cell and POS-PHY devices on the transmit and/or receive
interface.

The multi-drop PHY devices supported are Utopia Level 2 (cell based) and PMC Sierra POS-PHY (packet/
frame based). The PNR will select which PHY device will transfer data next by polling each of the devices to
determine which PHYs can transfer data. A round-robin switching scheme is used to determine which PHY
has the priority if more then one wants to transmit/receive data. The PNR will switch to a new drop when a
cell has been received/transmitted (for a cell-based PHY) or when 64 bytes or EOP (End of Packet) has been
received/transmitted (for POS-PHY PHYs). The transmit and receive sides of LINK are separately config-
urable for multi-drop mode (bits 1 and 0 of the global control register).

3.8.3 POS-PHY

The POS-PHY interface complies with the PMC Sierra POS-PHY Level 2 Specification. The PNR polls each
POS-PHY device to determine its status on both the receive and transmit side. It looks to switch to a different
port when 64 bytes or EOP (End of Packet) have been transferred between the POS-PHY and itself. The
PNR does not support direct status indication or byte-level transfers. Therefore, the PHY must be pro-
grammed to always be able to send/receive at least 64 bytes of information. The RMOD signal will only be
looked at when REOP is ‘1’; at all other times it will be ignored. POS-PHY devices should be configured so
that they will only signal they are ready for a transfer if they have 64 bytes free in their receive buffer and 64
bytes or EOP in their transmit FIFO.

pnr261_10linkc.fm.06 The PHY Interface (LINKC)
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Table 16: Moving Cells to and from the PNR (Number of cycles to transfer various cells)

Interface Data Payload Cell Cycles for 8-bit Bus Cycles for 16-bit Bus
Utopia 48 52 52 26
Utopia 48 53 53 27
Utopia 48 54 54 27
Utopia 48 55 55 28
Utopia 48 56 56 28

3.8.4 LINKC Global Control Register

This register contains the information which controls the operation of LINKC. These controls affect all config-
urations.

Length 32 bits
Type Clear/Set
Address XXXX 0B30 and 0B34

Power On Reset Value x‘C000 0344’

Restrictions None
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27

26

25

24

23-20

19-16

15

14

13

12

11

10-4

Name
Enable LINKC

Reserved

Allow RX Side to Stall

Ignore RX Empty Signal

Ignore TX Full Signal

Always Transfer Cell

Receive Side Talks to a PMC-
Sierra 622P0OS Device(PM5357)

Reserved

Transmit PHY WatchDog Timer

Receive PHY WatchDog Timer

Enable Transmit Side WatchDog
Timer

Enable Receive Side WatchDog
Timer

Disable PHY Bus Drivers

Fixed Priority on Transmit Side

SERDES External Loopback
Mode

Utopia Cell Length

Override Standard Utopia Cell
Length

pnr261_10linkc.fm.06
August 14, 2000

IBM32NPCXX1EPABBEG6G6

IBM Processor for Network Resources

Description
This bit, when set to '1’, enables LINKC. The default for this bit is ’1°.
Reserved.

When this bit is set, the Receive side is allowed to stall, allowing the PNR to park on a
port until the port has data for the PNR. This bit should be set when the PNR is being run
in multi-drop mode and is interfacing with a single drop POS-PHY device that doesn’t
have address pins.

When this bit is set to ‘1’, the EMPTY signal is ignored and the PNR always assumes that
the PHY has data. The default for this bit is ’0’.

When this bit is set the Full signal will be ignored and it is always assumed the PHY has
room. The default for this bit is ‘0’.

When this bit is set to ‘1’, the TCA (transmit cell available) is ignored until the current
transfer ends. This mode is recommended when talking to a single-drop Utopia device.
The default for this bit is ‘0’.

This bit must be set to ‘1’ when the receive side of the PNR is communicating to a PMC-
Sierra 622-POS device(PM5357). Setting this bit will cause the PNR to raise FYRENB
one cycle before the receive side FIFO overruns.

Reserved.

These four bits are the number of transmit clock cycles the transmit side (LINKT) will wait
before switching to another PHY. If the timer times out, a status bit in the LINKC Interrupt/
Status Register will be set for the offending PHY.

These four bits are the number of receive clock cycles the receive side (LINKR) will wait
before switching to another PHY. If the timer times out, a status bit in the LINKC Interrupt/
Status Register will be set for the offending PHY.

This bit, when set to ‘1’, causes LINKT to time out if the PHY has started to take data but
is now unable to take data for the number of cycles determined by the Transmit PHY
Watchdog Timer (bits 23-20). The Timer is only valid if the transmit side is in multi-drop
mode.

This bit, when set to ‘1’, causes LINKR to time out if the PHY is receiving data and is
unable to provide data for the number of cycles determined by the Receive PHY watch-
dog timer (bits 19-16). The timer is only valid if the receive side of LINKC is in multi-drop
mode and the PHY is a Utopia device.

This bit, when set to ‘1’, tri-states the drivers of the PHY bus. When set to ‘0’, the drivers
are enabled.

When this bit is set to '1', the transmit side will have a fixed priority instead of a round
robin priority. When the fixed priority is used port 0 will have the highest priority and port 3
will have the lowest. The default for this bit is '0'.

When this bit is set to ‘1°, the Receive Side SERDES input is routed to the Transmit Side
SERDES output.

These seven bits define what the Utopia cell length (in bytes) will be if the override stan-
dard Utopia cell length bit (bit 3) is set to ‘1’. The upper limit of this register is 64 and the
lower limit is one. The default value of these bits is x'0110100’.

When this bit is set to ‘1’, the standard Utopia cell length (52 or 53 bytes) is replaced by
the value in bits 10-4. This bit has no effect on PHYs that aren't Utopia and it disables the
HEC generation for any Utopia PHY.

The PHY Interface (LINKC)
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Bit(s) Name Description

This bit set to ‘1’ places the PNR in an internal loop back mode. The PHY interface will be
disabled. The clocks to LINKT and LINKR should be set to the same source in the Clock
Control Register. This bit is flushed to a ‘1’ after POR. For loopback to work in multi-drop
mode the transmit and receive configurations must be the same. When a configuration is

2 Loop Back Mode set up for Utopia Cell-based transmission the receive and transmit sides should be identi-
cal in all ways. These include odd/even parity, data path length, 52-byte cell mode, null
cell generation, and HEC generation of null cells. The additional header bytes should be
set to ‘00’ when in loopback mode. See Table 17: Legal Loopback Configurations on
page 168.

Setting this bit to ‘1’ puts the transmit side into multi-drop mode. In multi-drop mode the
PNR supports four configurations and four unique ports. This bit should not be set if the

1 Enable Transmit Multi-Drop transmit side is connected to the Internal SONET Framer. Configuration 0 Transmit Con-
trol Register will control the transmit interface. If this bit is not set, the PNR is in single
drop mode.

Setting this bit to ‘1’ puts the receive side into multi-drop mode. In multi-drop mode, the
PNR supports four configurations and four unique PHY ports. This bit should not be set if

0 Enable Receive Multi-Drop the receive side is connected to the Internal SONET Framer. Configuration 0 Receive
Control Register will control the receive interface. If this bit is not set, the PNR receive
side is in single drop mode.

Table 17: Legal Loopback Configurations

Configuration 0 Configuration 1 Configuration 2 Configuration 3
Transmit Receive Transmit Receive Transmit Receive Transmit Receive
SONET SONET Not Used Not Used Not Used Not Used Not Used Not Used

Utopia Cell Utopia Cell Not Used Not Used Not Used Not Used Not Used Not Used
Not Used Not Used Utopia Cell Utopia Cell Not Used Not Used Not Used Not Used
Not Used Not Used Not Used Not Used Utopia Cell Utopia Cell Not Used Not Used
Not Used Not Used Not Used Not Used Not Used Not Used Utopia Cell Utopia Cell

Utopia Cell Utopia Cell Utopia Cell Utopia Cell Utopia Cell Utopia Cell Utopia Cell Utopia Cell
POS-PHY POS-PHY Not Used Not Used Not Used Not Used Not Used Not Used
Not Used Not Used POS-PHY POS-PHY Not Used Not Used Not Used Not Used
Not Used Not Used Not Used Not Used POS-PHY POS-PHY Not Used Not Used
Not Used Not Used Not Used Not Used Not Used Not Used POS-PHY POS-PHY
POS-PHY POS-PHY POS-PHY POS-PHY POS-PHY POS-PHY POS-PHY POS-PHY

Utopia Cell Utopia Cell POS-PHY POS-PHY POS-PHY POS-PHY POS-PHY POS-PHY
POS-PHY POS-PHY Utopia Cell Utopia Cell POS-PHY POS-PHY POS-PHY POS-PHY
POS-PHY POS-PHY POS-PHY POS-PHY Utopia Cell Utopia Cell POS-PHY POS-PHY
POS-PHY POS-PHY POS-PHY POS-PHY POS-PHY POS-PHY Utopia Cell Utopia Cell

Utopia Cell Utopia Cell Utopia Cell Utopia Cell POS-PHY POS-PHY POS-PHY POS-PHY

Utopia Cell Utopia Cell POS-PHY POS-PHY Utopia Cell Utopia Cell POS-PHY POS-PHY

Utopia Cell Utopia Cell POS-PHY POS-PHY POS-PHY POS-PHY Utopia Cell Utopia Cell
POS-PHY POS-PHY Utopia Cell Utopia Cell Utopia Cell Utopia Cell POS-PHY POS-PHY
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Table 17: Legal Loopback Configurations (Continued)

Configuration 0 Configuration 1 Configuration 2
Transmit Receive Transmit Receive Transmit Receive
POS-PHY POS-PHY Utopia Cell Utopia Cell POS-PHY POS-PHY
POS-PHY POS-PHY Utopia Cell Utopia Cell Utopia Cell Utopia Cell
Utopia Cell Utopia Cell POS-PHY POS-PHY Utopia Cell Utopia Cell
Utopia Cell Utopia Cell Utopia Cell Utopia Cell POS-PHY POS-PHY
Utopia Cell Utopia Cell Utopia Cell Utopia Cell Utopia Cell Utopia Cell

3.8.5 LINKC Additional Transmit Control Register

Configuration 3

Transmit
Utopia Cell
Utopia Cell
Utopia Cell
Utopia Cell

POS-PHY

Receive
Utopia Cell
Utopia Cell
Utopia Cell
Utopia Cell

POS-PHY

This register contains additional information for controlling the operation of the transmit side of Link.

Length 32 bits
Type Clear/Set
Address XXXX 0B88 and 0B8C

Power On Reset Value x‘0000 000C’

Restrictions None

Reserved

Force Re-poll value

v v

<— Enable Force Re-poll

v

v

|313029282726252423222120191817161514131211 10 9 8|7|6 5 4 3 2 1 O|

Bit(s) Name Description

31-8 | Reserved Reserved.

When bit 7 is a logical "1’ the transmit side will never transmit to the port it is currently
transmitting to, until that port has been repolled. Setting this bit to a ‘1’ and setting the
Force Re-poll value to x'00' will insure that the transmission of back to back cells/packets
7 Enable Force Re-poll to the same port will not happen without a repolling of that port between the ending of the
first transfer and the start of the next. When the Enable Force Repoll bit is set to a ‘0’ the
transmit side will always use the result of the last poll of the port it is currently transmitting

to.

When the hex value of bits 6-0 equals the number of bytes left that the transmit side still
has to send and force re-poll bit (bit 7) is on then the transmit side forces a repolling of the

6-0 Force Re-poll Value

port to which it is currently transmitting data. If a data transfer is less, then the value of the
Force Repoll register then the port will need to be repolled before the transmit side of

Charm will transfer another cell/packet to that port. Due to pipelining in the transmit logic
and unknown pipelining in the Phys not all values are useful.
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3.8.6 LINKC Configuration 0 Transmit & Receive Control Register

This register contains the information that controls the operation of Configuration 0 on the transmit and

receive.

Length 32 bits

Type Clear/Set

Address XXXX 0B50 and 0B54

Power On Reset Value x‘7801 6E0Q’

Restrictions Bits 18-16 only have meaning if a PMC PM5356 SUNI MAX/UTOPIA is selected
(bits 31-29 = ‘011’). If any other device is chosen, these bits will be ignored.

Bits 7-0 only have meaning if a PMC PM5356 SUNI MAX/UTOPIA is selected (bits
15-13 = ‘0171’). Otherwise, they are ignored. Bits 2-0 are used to make adjustments
to the Utopia interface for compatibility with the Suni-PHD PHY.
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Bit(s) Name Description

31-29 PHY Transmit Device

28 Even/Odd Parity Selection
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These bits indicate to which PHY the PNR’s Transmit Config O will interface. If the config-
uration’s port address is all ‘1’s, then the configuration is unused and the value of these
bits does not matter.

000
001
010
011
100
101
111

Reserved

PMC POS-PHY (Frame-based Utopia)

Reserved

PMC PM5356 SUNI MAX/UTOPIA interface (STS-3¢/STM-1 OR STS-1)
Reserved

Internal SONET (sts-3¢)/SDH(STM-1) Framer with SERDES (Serial interface)
Reserved

This bit when set to ‘0’, selects even parity. The default value is ‘1’ for odd parity. Parity
will always be generated when the PNR is transmitting data. If the PHY does not check
parity, do not connect the lines.
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Bit(s) Name

27 PHY Data Path Size

26-22 | Reserved

Number of Additional Header

2120 gries

Modify Byte Alignment in 16-Bit

19 PHY Mode

18 52 Byte Cell

Disable HEC Generation on

7 Transmitted Cells

16 Parity on All 16 Bits

15-13 |PHY Receive Device

12 Enable Parity Checking

11 Even/Odd Parity Selection
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Description

This bit, when set to ‘0’, selects a 16-bit wide data path to the PHY device. When set to
‘1’, the data path width to the PHY is eight bits. This bit has no effect on the internal
SONET/SDH framer except if the internal framer has been selected as the Receive PHY
device but not as the Transmit PHY device. In this case, ‘1’ on this bit allows FYTDAT(1 -
13) to be used for the 16-bit external Transmit PHY device, while a ‘0’ allows FYTDAT(15-
13) to be used for the Receive HDLC controller. This implies that it is not possible to use
the internal receive framer, the Receive HDLC interface, and an external 16-bit transmit
framer at the same time.

Reserved.

These bits indicate the number of additional header bytes that will be read from SEGBF
and added to the beginning of each cell as each is transmitted to the PHY. The bytes are
meant to be used for additional routing information. These control bits have no effect in
IBM 25 Mb/s PHY mode, and should be set to ‘0’s when in internal SONET/SDH framer
mode. If used in conjunction with 52-byte mode, the byte normally containing the cell
HEC will not be transmitted and the total number of cells transmitted will be the value of
this field plus 52. If 16-bit PHY mode is selected, by default, the byte alignment will follow
that of normal 52- or 53-byte 16-bit mode, with the additional header bytes contiguously
prepended. As a result, a mode with three additional header bytes cannot be obtained in
53-byte, 16-bit mode (LSB is normally padded with zeros so MSB gets truncated). Bit 3 of
this register is therefore provided to adjust the alignment in 16-bit, 53-byte mode so all
five header bytes will be transmitted with up to three additional router bytes prepended.

When set to ‘1’, this bit changes the default byte alignment in 16-bit PHY mode if this reg-
ister also contains a non-zero value in bits 21-20. See the description of those bits for fur-
ther details.

When set, the cell sent to the PHY will be 52 bytes. No HEC byte will be sent.

When this bit is set to ‘1’, x‘00” will be placed in the HEC byte of Utopia cells. If bit 17 is
set to ‘0", the value of the LINKC Transmitted HEC Control byte will be sent. If bit 18 is set
to ‘1, then no HEC will be sent and this bit will be ignored.

When set, this bit enables the PNR to produce a single parity bit across the 16-bit trans-
mit data bus. When set to ‘0", the PNR produces two parity bits, one across generation
and the lower half of the 16 bits (parity bit 0) and one against the upper (parity bit 1). The
default for this bit is “1°.

These bits indicate to which PHY the PNR’s Receive Config 0 will interface. If the config-
uration’s port address is all ‘1’s, then the configuration is unused and the value of these
bits does not matter.

000 Reserved

001 PMC POS-PHY (Frame-based Utopia)

010 Reserved

011 PMC PM5356 SUNI MAX/UTOPIA interface (STS-3c/STM-1 OR STS-1)

100 Reserved

101 Internal SONET (sts-3c)/SDH(STM-1) Framer with SERDES (Serial Interface)
111 Reserved

When set to ‘1’, this bit enables checking of parity on data from the receive path. When
set to ‘0’ (default), parity checking is disabled. The upper bit of the transmit parity is not
valid when the internal SONET/SDH Framer has been selected as the receive PHY
device. The upper bit of the receive parity is also not valid when the internal SONET/SDH
Framer has been selected as the transmit PHY device. This is only a concern if a combi-
nation of the internal framer and an external PHY is being used and that external PHY
has a 16-bit data interface. In this case, parity cannot be checked or generated on the
upper byte.

When this bit is set to ‘0’, even parity is selected. When this bit is set to ‘1’ (default), odd
parity is selected.

The PHY Interface (LINKC)
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Bit(s)

10

Name

PHY Data Path Size

16 Bit Parity

Reserved

Byte Cell

Unassigned/Idle Cell Reception

Disable Limited HEC Checking on
Received Idle/Unassigned Cells

Ignore GFC in Null/Idle Cell Deter-
mination

Enable XON/XOFF

Drive RENB Inactive When Not
Receiving

Gate RSOC with RCA

Receive Extra Header Byte
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Description

This bit, when set to ‘0’, selects a 16-bit wide data path to the PHY device. When set to
‘1, this bit selects an 8-bit wide data path to the PHY device. This bit has no effect on the
internal SONET/SDH framer except if the internal framer has been selected as the
Receive PHY device but not as the Transmit PHY device. In this case, a ‘1’ on this bit
allows FYTDAT(15-13) to be used for the 16-bit external Transmit PHY device, while a
zero allows FYTDAT(15-13) to be used for the Receive HDLC controller. This implies that
it is not possible to use the internal receive framer, the Receive HDLC interface, and an
external 16-bit transmit framer at the same time.

When this bit is set to ‘1’ in 16-bit mode, parity will be calculated across all 16 bits and
checked against FYRPAR(1). When this bit is set to ‘0’ in 8-bit mode, the parity will be
checked against FYRPAR(1). This bit has no effect if receive device is POS-PHY. The
default setting of this bit is ‘1°.

Reserved.

When this bit is set to ‘1’, the cell received from the PHY will be 52 bytes. No HEC byte
will be received.

When set to ‘1’, this bit will enable unassigned/idle cell reception. This should be set to ‘0’
when using the internal SONET Framer.

When this bit is set to ‘1°, the receive logic ignores the HEC byte of the header of idle and
unassigned cells. Idle is defined as a header of x'0000 0001’ and unassigned is defined
as a header of x'0000 000n’ where n is ‘xxx0’. If bit 6 is set to enable unassigned/idle cell
reception, all cells will be passed to REASM regardless of how this bit is set. If bit 6 is set
to disable unassigned/idle cell reception and this bit is set to '0’, the HEC byte of cells with
an apparent idle header is completely checked before deciding whether or not to pass the
cell to REASM. If a cell appears to have an unassigned header, HEC bits 7, 6, and 0 are
checked because they are a constant, regardless of the value of bits 3, 2, and 1 of the
header. If other HEC bits are bad, REASM detects the HEC error and discards the cell. If
there is a correctable HEC error and the cell is indeed unassigned, an out of range error
occurs in REASM.

This bit, when set to ‘1’, causes the receive logic to ignore the first four bits of the ATM
header in determining whether a cell being received is a null or idle cell.

This bit, when set to 1°, allows the XON/XOFF bit of the header of a received cell to sus-
pend or continue transmission from the PNR’s transmit logic for all ports associated with
Config 0.

This bit, when set to ‘1’, forces the receive logic to deactivate RENB when in the idle
state.

This bit, when set to "1, forces the receive logic to see both RSOC and RCA before con-
sidering RSOC valid.

This bit, when set to ’1’, allows an extra header byte to be accepted at the start of a cell by
the receive logic. The extra byte is discarded.
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3.8.7 LINKC Configuration 1 Transmit & Receive Control Register

This register contains the information which controls the operation of Configuration 1 on the transmit and

receive.

Length 32 bits

Type Clear/Set

Address XXXX 0B58 and 0B5C

Power On Reset Value x‘7801 6E0Q’

Restrictions

Bits 18-16 only have meaning if a PMC PM5356 SUNI MAX/UTOPIA (bits 31-29 =

‘011’) is selected. If any other device is chosen these bits will be ignored.

Bits 7-0 only have meaning if a PMC PM5356 SUNI MAX/UTOPIA (bits 15-13 =
‘011’) is selected. Otherwise, these bits will be ignored. Bits 2-0 are used to make
adjustments to the Utopia interface for compatibility with the Suni-PHD PHY.

<— PMC PM5356 SUNI MAX/UTOPIA: 52 Byte Cell
<— Disable HEC Generation on Transmitted Cells
<— Disable HEC Generation on Transmitted Cells

<— Modify byte alignment in 16-bit PHY mode

» [<— Ignore GFC in Null/Idle Cell Determination
no | <— Drive RENB Inactive When Not Receiving
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Bit(s) Name Description

31-29 PHY Transmit Device

28 Even/Odd Parity Selection
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Bits 31, 30, and 29 indicate to which PHY the PNR’s Transmit Config 1 will be interfacing.
If the configuration’s port address is all ‘1’s, then the configuration is unused and the

value of these bits does not matter.

000 Reserved

001 PMC POS-PHY (Frame based Utopia)
010 Reserved

011 PMC PM5356 SUNI MAX/UTOPIA interface (STS-3¢/STM-1 OR STS-1)

100 Reserved
101 Reserved
111 Reserved

Even parity is selected when this bit is cleared. The default value is for odd parity. Parity
will always be generated when the PNR is transmitting data. If the PHY does not check

parity, do not connect the lines.
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Bit(s)

27

26-22

21-20

19

18

17

16

15-13

12

11

Name

PHY Data Path Size

Reserved

Number of Additional Header
Bytes

Modify Byte Alignment in 16-Bit
PHY Mode

52 Byte Cell

Disable HEC Generation on
Transmitted Cells

Parity on All 16 Bits

PHY Receive Device

Enable Parity Checking

Even/Odd Parity Selection
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Description

This bit, when set to ‘0’, selects a 16-bit wide data path to the PHY device. When set to
‘1’, the data path width to the PHY will be eight bits. This bit has no effect on the internal
SONET/SDH framer except if the internal framer has been selected as the Rx PHY
device but not as the Tx PHY device. In this case, a ‘1’ on this bit will allow FYTDAT(15-
13) to be used for the 16-bit external Tx PHY device, while a zero will allow FYTDAT(15-
13) to be used for the Rx HDLC controller. This implies that it is not possible to use the
internal RX framer, the RX HDLC interface, and an external 16-bit TX framer at the same
time.

Reserved.

The value of bits 21-20 indicates the number of additional header bytes that will be read
from SEGBF and added to the beginning of each cell as each is transmitted to the PHY.
The bytes are meant to be used for additional routing information. These control bits have
no effect in IBM 25 Mb/s PHY mode, and should be set to ‘0’s when in internal SONET/
SDH framer mode.

If used in conjunction with 52-byte mode, the byte normally containing the cell HEC will
not be transmitted and the total number of cells transmitted will be the value of this field
plus 52. If 16-bit PHY mode is selected, by default, the byte alignment will follow that of
normal 52- or 53-byte 16-bit mode, with the additional header bytes contiguously
prepended. As a result, a mode with three additional header bytes cannot be obtained in
53-byte, 16-bit mode (LSB is normally padded with zeros so MSB gets truncated). Bit 3 of
this register is therefore provided to adjust the alignment in 16-bit, 53-byte mode so all
five header bytes will be transmitted with up to three additional router bytes prepended.

When set to ‘1’, this bit changes the default byte alignment in 16-bit PHY mode if this reg-
ister also contains a non-zero value in bits 21-20. See the description of those bits for fur-
ther details.

When set, the cell sent to the PHY will be 52 bytes. No HEC byte will be sent.

If bit 17 is set to ‘1’, x'00” will be placed in the HEC byte of Utopia cells. If bit 17 is set to
‘0", the value of LINKC Transmitted HEC Control byte will be sent. If bit 18 is set to ‘1’,
then no HEC will be sent and this bit will be ignored.

When set, this bit enables the PNR to produce a single parity bit across the 16-bit transmit
data bus. When set to ‘0’, the PNR produces two parity bits, one across generation and
the lower half of the 16 bits (parity bit zero) and one against the upper (parity bit 1). The
default for this bit is “1°.

Bits 15, 14, and 13 indicate which PHY the PNR’s Receive Config 1 will be interfacing. If
the configuration’s port address is all ‘1’s, then the configuration is unused and the value
of these bits does not matter.

000 Reserved
001 PMC POS-PHY (Frame based Utopia)
010 Reserved

011 PMC PM5356 SUNI MAX/UTOPIA interface (STS-3¢c/STM-1 OR STS-1)
100 Reserved
101 Reserved
111 Reserved

When set, this bit enables checking of parity on data from the receive path. The default is
that parity checking is disabled. The upper bit of the transmit parity is not valid when the
internal SONET/SDH Framer has been selected as the receive PHY device. The upper
bit of the receive parity is also not valid when the internal SONET/SDH Framer has been
selected as the transmit PHY device. This is only a concern if a combination of the inter-
nal framer and an external PHY is being used and that external PHY has a 16-bit data
interface. In this case, parity cannot be checked/generated on the upper byte.

Even parity is selected when this bit is cleared. The default value is for odd parity.
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Bit(s) Name

10 PHY Data Path Size

9 16 Bit Parity

8 Reserved

7 52 Byte Cell

6 Unassigned/Idle Cell Reception

Disable Limited HEC Checking on
Received Idle/Unassigned Cells

Ignore GFC in Null/ldle Cell Deter-
mination

3 Enable XON/XOFF

Drive RENB Inactive When Not
Receiving

1 Gate RSOC with RCA

0 Receive Extra Header Byte
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Description

This bit, when set to ‘0’, selects a 16-bit wide data path to the PHY device. When set to
‘1’, the data path width to the PHY is eight bits. This bit has no effect on the internal
SONET/SDH framer except if the internal framer has been selected as the Rx PHY
device but not as the Tx PHY device. In this case, a ‘1’ on this bit will allow FYTDAT(15-
13) to be used for the 16-bit external Tx PHY device, while a zero will allow FYTDAT(15-
13) to be used for the Rx HDLC controller. This implies that it is not possible to use the
internal RX framer, the RX HDLC interface, and an external 16-bit TX framer at the same
time.

When this bit is setto ‘1’ and it is in 16-bit mode, parity will be calculated across all 16 bits
and checked against FYRPAR(1). When in eight-bit mode with bit 9 set to ‘0’, the parity
will be compared against FYRPAR(1). This bit has no effect if the receive device is POS-
PHY. The default setting of this bit is ‘1.

Reserved.
When set, the cell received from the PHY is 52 bytes. No HEC byte will be received.

When set to ‘1’, this bit will enable unassigned/idle cell reception. This should be set to ‘0’
when using the internal SONET Framer.

If bit 5 is set to ‘1, the receive logic will ignore the HEC byte of the header of idle and
unassigned cells. Idle is defined as a header of x'0000 0001’ and unassigned is defined
as a header of x‘0000 000N’ where N is ‘XXX0’.

If bit 6 is set to enable unassigned/idle cell reception, all cells are passed to REASM
regardless of how this bit is set. If bit 6 is set to disable unassigned/idle cell reception and
this bit is set to ‘0’, the HEC byte of cells with an apparent idle header will be completely
checked before deciding whether or not to pass the cell to REASM. If a cell appears to
have an unassigned header, HEC bits seven, six, and zero will be checked because they
are a constant regardless of the value of bits 3-1 of the header. If other HEC bits are bad,
REASM will detect the HEC error and discard the cell. If there is a correctable HEC error
and the cell is indeed unassigned, an out of range error will occur in REASM.

Bit 4, when set, will cause the receive logic to ignore the first four bits of the ATM header
in determining whether a cell being received is a null or idle cell.

Bit 3, when set, will allow the XON/XOFF bit of the header of a received cell to suspend/
continue transmission from the PNR’s transmit logic for all ports associated with Config 1.

When set to ‘1’, this bit forces the receive logic to deactivate RENB when in the idle state.

When set to ‘1’, this bit forces the receive logic to see both RSOC and RCA before con-
sidering RSOC valid.

When set to ‘1’, this bit allows an extra header byte to be accepted at the start of a cell by
the receive logic. The extra byte is discarded.
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3.8.8 LINKC Configuration 2 Transmit & Receive Control Register

This register contains the information that controls the operation of configuration 2 on the transmit and
receive.

Length 32 bits
Type Clear/Set
Address XXXX 0B60 and 0B64

Power On Reset Value x‘7801 6E0Q’

Restrictions Bits 18-16 only have meaning if a PMC PM5356 SUNI MAX/UTOPIA (bits 31-29 =
‘011’) is selected. If any other device is chosen these bits will be ignored.

Bits 7-0 only have meaning if a PMC PM5356 SUNI MAX/UTOPIA (bits 15-13 =
‘011’) is selected. If any other device is chosen, these bits are ignored. Bits two
through zero are used to make adjustments to the Utopia interface for compatibility
with the Suni-PHD PHY.
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Bit(s) Name Description

Bits 31, 30, and 29 indicate which PHY the PNR’s Transmit Config 2 will be interfacing. If
the configuration’s port address is all 1s, the configuration is unused and the value of
these bits does not matter.

000 Reserved
001 PMC POS-PHY (Frame based Utopia)
31-29 PHY Transmit Device 010 Reserved
011 PMC PM5356 SUNI MAX/UTOPIA interface (STS-3c/STM-1 OR STS-1)
100 Reserved
101 Reserved
111 Reserved

Even parity is selected when this bit is cleared. The default value is for odd parity. Parity
28 Even/Odd Parity Selection will always be generated when the PNR is transmitting data. If the PHY does not check
parity, do not connect the lines.
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Bit(s) Name
27 PHY Data Path Size

26-22

21-20

19

18

17

16

15-13

12

11

Reserved

Number of Additional Header
Bytes

Modify Byte Alignment in 16-Bit
PHY Mode

52 Byte Cell

Disable HEC Generation on
Transmitted Cells

Parity on All 16 Bits

PHY Receive Device

Enable Parity Checking

Even/Odd Parity Selection
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Description

This bit, when set to ‘0’, selects a 16-bit wide data path to the PHY device. When set to
‘1’, the data path width to the PHY will be eight bits. This bit has no effect on the internal
SONET/SDH framer except if the internal framer has been selected as the Rx PHY
device but not as the Tx PHY device. In this case, a ‘1’ on this bit allows FYTDAT(15-13)
to be used for the 16-bit external Tx PHY device, while a zero allows FYTDAT(15-13) to
be used for the Rx HDLC controller. This implies that it is not possible to use the internal
RX framer, the RX HDLC interface, and an external 16-bit TX framer at the same time.

Reserved.

The value of bits 21-20 indicate the number of additional header bytes that will be read
from SEGBF and added to the beginning of each cell as each is transmitted to the PHY.
The bytes are meant to be used for additional routing information. These control bits have
no effectin IBM 25 Mb/s PHY mode, and should be set to ‘0’s when in internal SONET/
SDH framer mode.

If used in conjunction with 52-byte mode, the byte normally containing the cell HEC will
not be transmitted and the total number of cells transmitted will be the value of this field
plus 52. If 16-bit PHY mode is selected, by default, the byte alignment will follow that of
normal 52- or 53-byte 16-bit mode, with the additional header bytes contiguously
prepended. As a result, a mode with three additional header bytes cannot be obtained in
53-byte, 16-bit mode (LSB is normally padded with zeros so MSB gets truncated). Bit 3 of
this register is therefore provided to adjust the alignment in 16-bit, 53-byte mode so all
five header bytes will be transmitted with up to three additional router bytes prepended.

When set to ‘1’, this bit changes the default byte alignment in 16-bit PHY mode if this reg-
ister also contains a non-zero value in bits 21-20. See the description of those bits for fur-
ther details.

When set, the cell sent to the PHY is 52 bytes. No HEC byte will be sent.

If bit 17 is set to ‘1’, x'00” will be placed in the HEC byte of Utopia cells. If bit 17 is set to
‘0", the value of LINKC Transmitted HEC Control byte will be sent. If bit 18 is set to ‘1’,
then no HEC is sent and this bit will be ignored.

When set, this bit enables the PNR to produce a single parity bit across the 16-bit trans-
mit data bus. When set to ‘0’, the PNR will produce two parity bits, one across generation
and the lower half of the 16 bits (parity bit zero) and one against the upper (parity bit 1).

The default for this bit is ‘1°.

Bits 15, 14, and 13 indicate which PHY the PNR’s Receive Config 2 will be interfacing. If
the configuration’s port address is all ones, then the configuration is unused and the value
of these bits does not matter.

000 Reserved

001 PMC POS-PHY (Frame based Utopia)

010 Reserved

011 PMC PM5356 SUNI MAX/UTOPIA interface (STS-3c/STM-1 OR STS-1)
100 Reserved

101 Reserved

111 Reserved

When set, this bit will enable checking of parity on data from the receive path. The default
parity checking is disabled. The upper bit of the transmit parity is not valid when the inter-
nal SONET/SDH Framer has been selected as the receive PHY device. The upper bit of
the receive parity is also not valid when the internal SONET/SDH Framer has been
selected as the transmit PHY device. This is only a concern if a combination of the inter-
nal framer and an external PHY is being used and that external PHY has a 16-bit data
interface. In this case, parity cannot be checked/generated on the upper byte.

Even parity is selected when this bit is cleared. The default value is for odd parity.
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Bit(s)

10

Name

PHY Data Path Size

16 Bit Parity

Reserved

52 Byte Cell

Unassigned/Idle Cell Reception

Disable Limited HEC Checking on
Received Idle/Unassigned Cells

Ignore GFC in Null/ldle Cell Deter-
mination

Enable XON/XOFF

Drive RENB Inactive When Not
Receiving

Gate RSOC with RCA

Receive Extra Header Byte
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Description

This bit, when set to ‘0’, selects a 16-bit wide data path to the PHY device. When set to
‘1’, the data path width to the PHY will be eight bits. This bit has no effect on the internal
SONET/SDH framer except if the internal framer has been selected as the Rx PHY
device but not as the Tx PHY device. In this case, a ‘1’ on this bit will allow FYTDAT(15-
13) to be used for the 16-bit external Tx PHY device, while a zero allows FYTDAT(15-13)
to be used for the Rx HDLC controller. This implies that it is not possible to use the inter-
nal RX framer, the RX HDLC interface, and an external 16-bit TX framer at the same
time.

When this bit is setto ‘1’ and it is in 16-bit mode, that parity will be calculated across all 16
bits and check against FYRPAR(1). When in eight-bit mode with bit 9 set to ‘0, the parity
will be compared against FYRPAR(1). This bit has no effect if receive device is POS-
PHY. The default setting of this bit is ‘1.

Reserved.
When set, the cell received from the PHY is 52 bytes. No HEC byte is received.

When set to ‘1’, this bit will enable unassigned/idle cell reception. This should be set to ‘0’
when using the internal SONET Framer.

If bit 5 is set to ‘1, the receive logic will ignore the HEC byte of the header of idle and
unassigned cells. Idle is defined as a header of x'0000 0001’ and unassigned is defined
as a header of x'0000 000N’ where n is XXX0’.

If bit 6 is set to enable unassigned/idle cell reception, all cells are passed to REASM
regardless of how this bit is set. If bit 6 is set to disable unassigned/idle cell reception and
this bit is set to ‘0’, the HEC byte of cells with an apparent idle header will be completely
checked before deciding whether or not to pass the cell to REASM. If a cell appears to
have an unassigned header, HEC bits seven, six, and zero will be checked because they
are a constant regardless of the value of bits 3-1 of the header. If other HEC bits are bad,
REASM will detect the HEC error and discard the cell. If there is a correctable HEC error
and the cell is indeed unassigned, an out of range error will occur in REASM.

Bit 4, when set, causes the receive logic to ignore the first four bits of the ATM header in
determining whether a cell being received is a null or idle cell.

Bit 3, when set, allows the XON/XOFF bit of the header of a received cell to suspend/con-
tinue transmission from the PNR’s transmit logic for all ports associated with Config 2.

When set to ‘1’, this bit forces the receive logic to deactivate RENB when in the idle state.

When set to ‘1’, this bit forces the receive logic to see both RSOC and RCA before con-
sidering RSOC valid.

When set to ‘1’, this bit allows an extra header byte to be accepted at the start of a cell by
the receive logic. The extra byte is discarded.
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3.8.9 LINKC Configuration 3 Transmit & Receive Control Register

This register contains the information which controls the operation of configuration 3 on the transmit and

receive.

Length 32 bits

Type Clear/Set

Address XXXX 0B68 and 0B6C

Power On Reset Value x‘7801 6E0Q’

Restrictions

Bits 18-16 only have meaning if a PMC PM5356 SUNI MAX/UTOPIA (bits 31-29 =

‘011’) is selected. If any other device is chosen these bits will be ignored.

Bits 7-0 only have meaning if a PMC PM5356 SUNI MAX/UTOPIA (bits 15-13 =
‘011’) is selected. If any other device is chosen, these bits are ignored. Bits 2-0 are
used to make adjustments to the Utopia interface for compatibility with the Suni-
PHD PHY.
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Bit(s) Name Description

31-29 PHY Transmit Device

28 Even/Odd Parity Selection
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Bits 31, 30, and 29 indicate to which PHY the PNR’s Transmit Config 3 will be interfacing.
If the configuration’s port address is all ‘1’s, then the configuration is unused and the

value of these bits does not matter.

000 Reserved

001 PMC POS-PHY (Frame based Utopia)
010 Reserved

011 PMC PM5356 SUNI MAX/UTOPIA interface (STS-3¢/STM-1 OR STS-1)

100 Reserved
101 Reserved
111 Reserved

Even parity is selected when this bit is cleared. The default value is for Odd parity. Parity
will always be generated when the PNR is transmitting data. If the PHY does not check

parity, do not connect the lines.
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Bit(s)

27

26-22

21-20

19

18

17

16

15-13

12

11

Name

PHY Data Path Size

Reserved

Number of Additional Header
Bytes

Modify Byte Alignment in 16-Bit
PHY Mode

52 Byte Cell

Disable HEC Generation on
Transmitted Cells

Parity on All 16 Bits

PHY Receive Device

Enable Parity Checking

Even/Odd Parity Selection
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Description

This bit, when set to ‘0’, selects a 16-bit wide data path to the PHY device. When set to
‘1’, the data path width to the PHY will be eight bits. This bit has no effect on the internal
SONET/SDH framer except if the internal framer has been selected as the Rx PHY
device but not as the Tx PHY device. In this case, a ‘1’ on this bit will allow FYTDAT(15-
13) to be used for the 16-bit external Tx PHY device, while a zero will allow FYTDAT(15-
13) to be used for the Rx HDLC controller. This implies that it is not possible to use the
internal RX framer, the RX HDLC interface, and an external 16-bit TX framer at the same
time.

Reserved.

The value of bits 21-20 indicate the number of additional header bytes that will be read
from SEGBF and added to the beginning of each cell as each is transmitted to the PHY.
The bytes are meant to be used for additional routing information. These control bits have
no effectin IBM 25 Mb/s PHY mode, and should be set to ‘0’s when in internal SONET/
SDH framer mode. If used in conjunction with 52-byte mode, the byte normally containing
the cell HEC will not be transmitted and the total number of cells transmitted will be the
value of this field plus 52. If 16-bit PHY mode is selected, by default, the byte alignment
will follow that of normal 52- or 53-byte 16-bit mode, with the additional header bytes con-
tiguously prepended. As a result, a mode with three additional header bytes cannot be
obtained in 53-byte, 16-bit mode (LSB is normally padded with zeros so MSB gets trun-
cated). Bit 3 of this register is therefore provided to adjust the alignment in 16-bit, 53-byte
mode so all five header bytes will be transmitted with up to three additional router bytes
prepended.

When set to ‘1’, this bit changes the default byte alignment in 16-bit PHY mode if this reg-
ister also contains a non-zero value in bits 21-20. See the description of those bits for fur-
ther details.

When set, the cell sent to the PHY is 52 bytes. No HEC byte will be sent.

If bit 17 is set to ‘1’, x'00” will be placed in the HEC byte of Utopia cells. If bit 17 is set to
‘0", the value of LINKC Transmitted HEC Control byte will be sent. If bit 18 is set to ‘1’, no
HEC is sent and this bit will be ignored.

When set, this bit enables the PNR to produce a single parity bit across the 16-bit transmit
data bus. When set, the PNR produces two parity bits, one across generation and the
lower half of the 16 bits (parity bit 0) and one against the upper (parity bit 1). The default
for this bit is ‘1°.

Bits 15, 14, and 13 indicate to which PHY the PNR’s Receive Config 3 will be interfacing.
If the configuration’s port address is all ones, then the configuration is unused and the
value of these bits does not matter.

000 Reserved
001 PMC POS-PHY (Frame based Utopia)
010 Reserved

011 PMC PM5356 SUNI MAX/UTOPIA interface (STS-3c/STM-1 OR STS-1)
100 Reserved
101 Reserved
111 Reserved

When set, this bit enables checking of parity on data from the receive path. The default is
that parity checking is disabled. The upper bit of the transmit parity is not valid when the
internal SONET/SDH Framer has been selected as the receive PHY device. The upper bit
of the receive parity is also not valid when the internal SONET/SDH Framer has been
selected as the transmit PHY device. This is only a concern if a combination of the inter-
nal framer and an external PHY is being used and that external PHY has a 16-bit data
interface. In this case, parity cannot be checked/generated on the upper byte.

Even parity is selected when this bit is cleared. The default value is for odd parity.
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Bit(s) Name

10 PHY Data Path Size

9 16 Bit Parity

8 Reserved

7 52 Byte Cell

6 Unassigned/Idle Cell Reception

Disable Limited HEC Checking on
Received Idle/Unassigned Cells

Ignore GFC in Null/ldle Cell Deter-
mination

3 Enable XON/XOFF

Drive RENB Inactive When Not
Receiving

1 Gate RSOC with RCA

0 Receive Extra Header Byte

pnr261_10linkc.fm.06
August 14, 2000

IBM32NPCXX1EPABBEG6G6

IBM Processor for Network Resources

Description

This bit, when set to ‘0’, selects a 16-bit wide data path to the PHY device. When set to
‘1’, the data path width to the PHY will be eight bits. This bit has no effect on the internal
SONET/SDH framer except if the internal framer has been selected as the Rx PHY
device but not as the Tx PHY device. In this case, a ‘1’ on this bit will allow FYTDAT(15-
13) to be used for the 16-bit external Tx PHY device, while a zero will allow FYTDAT(15-
13) to be used for the Rx HDLC controller. This implies that it is not possible to use the
internal RX framer, the RX HDLC interface, and an external 16-bit TX framer at the same
time.

When this bit is set to ‘1’ and it is in 16-bit mode, parity will be calculated across all 16 bits
and checked against FYRPAR(1). When in eight-bit mode with bit 9 set to ‘0’, the parity is
compared against FYRPAR(1). This bit has no effect if receive device is POS-PHY. The
default setting of this bit is 1°.

Reserved.
When set, the cell received from the PHY is 52 bytes. No HEC byte will be received.

When set to ‘1’, this bit will enable unassigned/idle cell reception. This should be set to ‘0’
when using the internal SONET Framer.

If bit 5 is set to ‘1, the receive logic will ignore the HEC byte of the header of idle and
unassigned cells. Idle is defined as a header of x'0000 0001’ and unassigned is defined
as a header of x'0000 000N’ where N is BXXX0’.

If bit 6 is set to enable unassigned/idle cell reception, all cells are passed to REASM
regardless of how this bit is set. If bit 6 is set to disable unassigned/idle cell reception and
this bit is set to ‘0’, the HEC byte of cells with an apparent idle header will be completely
checked before deciding whether or not to pass the cell to REASM. If a cell appears to
have an unassigned header, HEC bits 7, 6, and 0 are checked because they are a con-
stant regardless of the value of bits 3-1 of the header. If other HEC bits are bad, REASM
detects the HEC error and discards the cell. If there is a correctable HEC error and the
cell is indeed unassigned, an out of range error occurs in REASM.

Bit 4, when set, causes the receive logic to ignore the first four bits of the ATM header in
determining whether a cell being received is a null or idle cell.

Bit 3, when set, allows the XON/XOFF bit of the header of a received cell to suspend/con-
tinue transmission from the PNR'’s transmit logic for all ports associated with Config 3.

When set to ‘1’, this bit forces the receive logic to deactivate RENB when in the idle state.

When set to ‘1’, this bit forces the receive logic to see both RSOC and RCA before con-
sidering RSOC valid.

When set to ‘1’, this bit allows an extra header byte to be accepted at the start of a cell by
the receive logic. The extra byte is discarded.
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3.8.10 LINKC Map Transmit Configurations to Port Addresses

Preliminary

This register contains the port address for each of the transmit configurations. If the port address is ‘11111’
then the configuration is unused.

Length 32 bits
Type Clear/Set
Address

XXXX 0B70 and 0B74

Power On Reset Value x'1F1F 1F1F

Restrictions None
Port Address for Port Address for Port Address for Port Address for
Reserved Configuration 3 Reserved Configuration 2 Reserved Configuration 1 Reserved Configuration 0
[31 30 29]28 27 26 25 24[23 22 21[20 19 18 17 16[15 14 13]12 11 10 9 8|7 6 5[4 3 2 1 0]
Bit(s) Name Description
31-29 |Reserved Reserved.
28-24 |Port Address for Configuration 3 | Port Address for Configuration 3.
23-21 Reserved Reserved.
20-16 |Port Address for Configuration2 | Port Address for Configuration 2.
15-13 | Reserved Reserved.
12-8 | Port Address for Configuration 1 Port Address for Configuration 1.
7-5 Reserved Reserved.
4-0 Port Address for Configuration 0 | Port Address for Configuration 0.
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This register contains the port address for each of the receive configurations. If the port address is ‘11111’
then the configuration is unused.

Length 32 bits
Type Clear/Set
Address

XXXX 0B80 and 0B84

Power On Reset Value x'1F1F 1F1F

Restrictions None
Port Address for Port Address for Port Address for Port Address for
Reserved Configuration 3 Reserved Configuration 2 Reserved Configuration 1 Reserved Configuration 0
[31 30 29]28 27 26 25 24[23 22 21[20 19 18 17 16[15 14 13]12 11 10 9 8|7 6 5[4 3 2 1 0]
Bit(s) Name Description
31-29 |Reserved Reserved.
28-24 |Port Address for Configuration 3 | Port Address for Configuration 3.
23-21 Reserved Reserved.
20-16 |Port Address for Configuration2 | Port Address for Configuration 2.
15-13 | Reserved Reserved.
12-8 | Port Address for Configuration 1 Port Address for Configuration 1.
7-5 Reserved Reserved.
4-0 Port Address for Configuration 0 | Port Address for Configuration 0.

pnr261_10linkc.fm.06
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3.8.12 LINKC Transmitted HEC Control Byte

When the PNR is transmitting to a 53-byte Utopia PHY the HEC byte (byte five of the ATM header) will be
sent as x‘00’, if bit 17 of the transmitting configuration is a “1’. Otherwise the value of the LINKC Transmitted
HEC Control Byte Register will be sent.

Length 32 bits
Type Read/Write
Address XXXX 0B04

Power On Reset Value x‘0000 0000’

Restrictions None
Reserved HEC Byte Value
|31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8‘7 6 5 4 3 2 1 O|
Bit(s) Name Description
31-8 |Reserved Reserved.
7-0 HEC Byte Value Value of the HEC byte to be sent when talking to a 53-byte Utopia PHY.
The PHY Interface (LINKC) pnr261_10linkc.fm.06
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3.8.13 LINKC Interrupt/Status Register

This register reports the status of LINKC.

Length 32 bits
Type Clear/Set
Address XXXX 0B10 and 0B14

Power On Reset Value x‘0000 0000’

Restrictions None
o o o o
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31]30]2928]27[26]25 24]23]22]21]20[19]18[17 16[15]14[13][12][11][10]9 8|7 [6[5][4[3]2[1]0]
Bit(s) Name Description
Indicates that Config 3 has seen two SOPs in a 64-byte boundary without an EOP. Multi-
31 C3: Two SOP without an EOP ple SOPs outside the 64-byte boundary will be passed up, and it is up to the higher levels
to deal with this case.
30 C3: Null Cell Indicates that Config 3 has received a null cell.
29 C3: Upper Byte Parity Error Indicates a parity error on the upper byte of receive data from the Config 3 PHY.
28 C3: Lower Byte Parity Error Indicates a parity error on the lower byte of receive data from the Config 3 PHY.
27 C3: Receive PHY Stalled Indicates Config 3’s receive PHY has stalled out.
26 C3: Transmit PHY Stalled Indicates Config 3’s transmit PHY has stalled out.
25-24 |Reserved Reserved.
Indicates that Config 2 has seen two SOPs in a 64-byte boundary without an EOP. Multi-
23 C2: Two SOP without an EOP ple SOPs outside the 64-byte boundary will be passed up, and it is up to the higher levels
to deal with this case.
22 C2: Null Cell Indicates that Config 2 has received a null cell.
21 C2: Upper Byte Parity Error Indicates a parity error on the upper byte of receive data from the Config 2 PHY.
20 C2: Lower Byte Parity Error Indicates a parity error on the lower byte of receive data from the Config 2 PHY.
19 C2: Receive PHY Stalled Indicates Config 2’s receive PHY has stalled out.
18 C2: Transmit PHY Stalled Indicates Config 2’s transmit PHY has stalled out.
17-16 | Reserved Reserved.
Indicates that Config 1 has seen two SOPs in a 64-byte boundary without an EOP. Multi-
15 C1: Two SOP without an EOP ple SOPs outside the 64-byte boundary will be passed up, and it is up to the higher levels
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Bit(s) Name Description
14 C1: Null Cell Indicates that Config 1 has received a null cell.
13 C1: Upper Byte Parity Error Indicates a parity error on the upper byte of receive data from the Config 1 PHY.
12 C1: Lower Byte Parity Error Indicates a parity error on the lower byte of receive data from the Config 1 PHY.
11 C1: Receive PHY Stalled Indicates Config 1’s receive PHY has stalled out.
10 C1: Transmit PHY Stalled Indicates Config 1’s transmit PHY has stalled out.
9-8 Reserved Reserved.

Indicates that Config 0 has seen two SOPs in a 64-byte boundary without an EOP. Multi-
7 CO0: Two SOP without an EOP ple SOPs outside the 64-byte boundary will be passed up, and it is up to the higher levels
to deal with this case.

6 CO: Null Cell Indicates that Config 0 has received a null cell.
5 CO: Upper Byte Parity Error Indicates a parity error on the upper byte of receive data from the Config 0 PHY.
4 CO: Lower Byte Parity Error Indicates a parity error on the lower byte of receive data from the Config 0 PHY.
3 CO: Receive PHY Stalled Indicates Config 0’s receive PHY has stalled out.
2 CO: Transmit PHY Stalled Indicates Config 0’s transmit PHY has stalled out.
1 REASM FIFO Overrun REASM FIFO has been overrun.
0 No Carrier Detect from PHY No carrier detect from the PHY.
The PHY Interface (LINKC) pnr261_10linkc.fm.06
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3.8.14 LINKC Interrupt Enable Register

This register allows the user to enable interrupts for each of the conditions reported in the LINKC Interrupt/
Status Register. Each bit corresponds to the same bit in the status register and when set to ‘1’ generates an
interrupt from LINKC to INTST when the condition is detected.

Length 32 bits
Type Clear/Set
Address XXXX 0B18 and 0B1C

Power On Reset Value x‘0000 0000’

Restrictions None

3.8.15 LINKC Prioritized Interrupts

Used to access the prioritized encoding of LINKC interrupts. Reading this location will give a decimal number
that is the prioritized encoding of bits 7-0 in the LINKC Interrupt/Status Register (seven being the most signif-
icant bit) assuming the corresponding enable bit is on.

Length 32 bits
Type Read Only
Address XXXX 0B2C

Power On Reset Value x‘0000 0000’

Restrictions None

Bit(s) Name Description

31-8 Reserved Reserved.

7-0 Prioritize Interrupts Prioritized encoding of bits 7-0 in COMET/PAKIT Status Register.
pnr261_10linkc.fm.06 The PHY Interface (LINKC)

August 14, 2000 Page 187 of 706



IBM32NPCXX1EPABBEG66

IBM Processor for Network Resources

3.8.16 LINKC Transmit State Machine Register

This register indicates the state of the transmit sequencer.

Length 32 bits
Type Read/Write
Address XXXX 0B24

Power On Reset Value x‘0000 0000’

Preliminary

Restrictions None
Reserved Unassigned Transmit
‘31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6‘5 4 3|2 1 O|
Bit(s) Name Description
31-6 |Reserved Reserved.
5-3 | Cell State Machine Unassigned cell state machine.
2-0 | Transmit State Machine Transmit state machine.
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3.8.17 LINKC Receive State Machine Register

This register indicates the state of the receiver sequencer.

Length 32 bits
Type Read/Write
Address XXXX 0B28

Power On Reset Value x‘0000 0000’

Restrictions None
Bit(s) Name Description
31-2 Reserved Reserved.
1-0 Receive State Machine Receive state machine.

3.8.18 LINKC LAN Address Register

If using an IBM built adapter that utilizes external EPROM, this register contains the ROM level in bits 63-48
and the LAN address of the adapter in bits 47-0. The lower address selects bits 63-32 and the higher address
selects bits 31-0.

Length 64 bits
Type Read/Write
Address XXXX 0B38 and 0B3C

Power On Reset Value x'AAAA 5555 5555 AAAA’

Restrictions None

3.8.19 LINKC Canonical LAN Address Register

This register contains the same data as the LINKC LAN Address Register except each byte is bit reversed.
This allows the user to obtain the LAN address in canonical format.

Length 64 bits
Type Read Only
Address XXXX 0B08 and 0BOC

Power On Reset Value x'5555 AAAA AAAA 5555’

Restrictions None

pnr261_10linkc.fm.06 The PHY Interface (LINKC)
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3.8.20 LINKC Passed TX Data Register

The bits in this register are passed over PHY transmit data I/O 15-8 when using an 8-bit wide PHY data bus.
This allows these 1/Os to be used to control other devices that are external to the PNR.

Length

Type
Address

32 bits
Read/Write

XXXX 0B40

Power On Reset Value x‘0000 0000’

Restrictions

None

Passed to FYTDAT(12-8)
Passed to FYTDAT(12-8)

Reserved

‘v

v v v v v

‘31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8‘7 6 5‘4 3 2

-
o

Bit(s) Name
31-8 | Reserved

Passed to the PNR
FYTDAT(15-13)

Passed to the PNR

40 EyTDAT(12-8)

The PHY Interface (LINKC)
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Description
Reserved.

Passed to PNR FYTDAT(15-13), except in the case of the internal SONET/SDH framer.
When the internal SONET/SDH framer is selected as the Rx PHY device, signals FYT-
DAT(15-13) are used as the Rx HDLC interface, unless a 16-bit wide external Tx PHY is
also selected. Then they are used as data lines.

Passed to PNR FYTDAT(12-8).
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3.9 Virtual Memory Logic (VIMEM)

All addresses can be categorized into three distinct types, based entirely upon the location of the requested
address with respect to the three base registers defined in this entity. The three types of addresses are
referred to as control, real packet, and virtual packet addresses.

All memory requests arriving on the Control Memory bus are handled as Control Memory accesses, and have
the contents of the Control Memory Base Register subtracted from them before being passed on to the Con-
trol Memory Entity. When the processor accesses memory, the cache controller compares the requested
address to the Real Packet Memory Base Register and if the address is less than the base register, the
request is routed to the Control Memory bus; otherwise it is routed to the Packet Memory bus. All requests
arriving on the Packet Memory bus are compared to the Virtual Memory Base Address Register. If the
address of the request is less than the base register, the contents of the Real Packet Memory Base Register
are subtracted from the address and this address is passed on to the Packet Memory Control Entity. If the
requested address is greater than or equal to the base register, a more complex, but flexible scheme is used
to determine the real address to provide to the Packet Memory Control Entity. For a detailed explanation of
the virtual address generation scheme refer to 3.17.4 Virtual Memory Overview on page 396 and the accom-
panying figures.

3.9.1 VIMEM Virtual Memory Base Address

This register defines the starting address of the virtual address space used to manage incoming and outgoing
frames. Any time an access is made to Virtual Memory that falls within the defined bounds of Virtual Memory,
the contents of this register are subtracted from the virtual address to derive the true offset into Virtual Mem-
ory. This true offset, along with the known length of all virtual buffers, allows the index of the specific virtual
buffer to be derived by the Virtual Memory access hardware. This index can then be used to access the real
buffer map associated with this virtual buffer.

Length 32 bits
Type Read/Write
Address XXXX 0D10

Power On Reset Value x‘0040 0000’

Restrictions The start of virtual address space must begin on a 128-KB boundary. For this rea-
son, the lowest 17 bits of this register are forced to ‘0’ and are not implemented.
Writes of any value to the low 17 bits of this register are ignored, and a read always
returns ‘0’ for the low 17 bits.

Base Address of Virtual Memory 128-KB Boundary Restriction

{ v '

|313029282726252423222120191817|161514131211109 8 7 6 5 4 3 2 1 O|

Bit(s) Name Description
31-17 | Virtual Memory Base Address These bits contain the upper 15 bits of the base address of Virtual Memory.

These bits are forced to ‘0’ because the Virtual Memory base address must start on a

16-0 | Reserved 128-KB boundary.
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3.9.2 VIMEM On-Chip Memory Base Address

This register is used by various entities to generate the base address of the On-Chip Memory (OCM).

Length 32 bits
Type Read/Write
Address XXXX 0D9C

Power On Reset Value x‘0010 0000

Restrictions The start OCM address space must begin on a 128-KB boundary. For this reason,
the lowest 17 bits of this register are forced to ‘0’ and are not implemented. Writes
of any value to the low 17 bits of this register are ignored, and a read always
returns ‘0’ for the low 17 bits.

Bit(s) Name Description
31-17 |OCM Base Address These bits contain the upper 15 bits of the base address of On-Chip Memory.
16-0 | Reserved Reserved.

3.9.3 VIMEM Control Memory Base Address

This register defines the starting address of the Control Memory address space. Any time an access is made

to Control Memory, the contents of this register are subtracted from the address before an access to memory
occurs.

Length 32 bits
Type Read/Write
Address XXXX 0D14

Power On Reset Value x‘0000 0000’

Restrictions The start of real control address space must begin on a 128-KB boundary. For this
reason, the lowest 17 bits of this register are forced to ‘0’ and are not implemented.
Writes of any value to the low 17 bits of this register are ignored, and a read always
returns ‘0’ for the low 17 bits.

Base Address of Real Control Memory 128-KB Boundary Restriction

{ 'y !

|313029282726252423222120191817|161514131211109 8 7 6 5 4 3 2 1 O|

Bit(s) Name Description
31-17 |Control Memory Base Address These bits contain the upper 15 bits of the base address of real Control Memory.

. These bits are forced to ‘0’ because the real Control Memory base address must start on
16-0 | Reserved a 128-KB boundary.

Virtual Memory Logic (VIMEM) pnr261_11vimem.fm.06
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3.9.4 VIMEM Packet Memory Base Address

This register defines the starting address of the Packet Memory address space. Any time an access is made
to Packet Memory, the contents of this register are subtracted from the address before an access to memory
occurs.

Length 32 bits
Type Read/Write
Address XXXX 0D18

Power On Reset Value x‘0020 0000’

Restrictions The start of real packet address space must begin on a 128-KB boundary. For this
reason, the lowest 17 bits of this register are forced to ‘0’ and are not implemented.
Writes of any value to the low 17 bits of this register are ignored, and a read always
returns ‘0’ for the low 17 bits. This register must also be set up before any of the
Real Buffer Base Registers, or the Virtual Buffer Map Registers are written.

Base Address of Real Packet Memory 128-KB Boundary Restriction

v vy v

|313029282726252423222120191817|161514131211109 8 7 6 5 4 3 2 1 O|

Bit(s) Name Description
31-17 |Packet Memory Base Address These bits contain the upper 15 bits of the base address of real Packet Memory.

These bits will be forced to ‘0’ because the real Packet Memory base address must start

16-0 | Reserved on a 128-KB boundary.
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3.9.5 VIMEM Virtual Memory Total Bytes

This register defines the total number of bytes in the address space being allocated for Virtual Memory. The
contents of this register, divided by the configured size of virtual buffers, yields the total number of virtual
buffer indices that should be used to initialize POOLS. The value of the indices should range from this calcu-
lated value minus one, down to zero. If an address is determined to be above or equal to the Virtual Memory
Base Register, it is assumed to be a virtual access. If the virtual buffer index derived from the requested
address indicates that the virtual buffer space being accessed is above the limit defined by this register, an
error is generated.

Length 32 bits
Type Read/Write
Address XXXX 0D0C

Power On Reset Value x‘0001 0000’

Restrictions The maximum value that should be set in this register is (65535 * virtual buffer
size). For example, if 64-byte virtual buffers are configured, the maximum value
that should be loaded into this register is x‘3F FFCO’.

Virtual Memory Address Space Not Implemented

v v v v

|313029282726252423222120191817161514131211109 8 7 6|5 4 3 2 1 O|

Bit(s) Name Description

These bits contain the upper 26 bits of the total number of bytes of address space being

31-6 |Amount of Virtual Memory reserved for Virtual Memory

These bits are not implemented and are forced to ‘0’ because the Virtual Memory block
5-0 Reserved can only be allocated in increments of the current virtual buffer size (minimum size is 64
bytes).
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This register defines the total number of bytes to be occupied by each of the virtual or real buffers as well as

the spacing from one buffer to the next.

Length 32 bits
Type Read/Write
Address XXXX 0D04

Power On Reset Value x‘0000 0002’

Restrictions Care must be taken to set this register to a large enough value to contain the entire
frame being sent as well as certain control information that the hardware stores in
the buffer header. For example, if the maximum frame being sent or received is
1024 bytes long, then this register should be set to indicate 2048-byte frames to
allow sufficient room for the buffer header information added by the hardware.

Virtual/Real
Reserved Buffer Size
! v l
|3130292827262524232221 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4|3 2 1 O|
Bit(s) Name
31-4 | Reserved Reserved.
These bits contain the encoded four-bit value that defines the virtual/real buffer size. The
encoding is as follows:
0000 64 bytes
0001 128 bytes
0010 256 bytes
0011 512 bytes
0100 1024 bytes
3-0 | Buffer Size 0101 2048 bytes
0110 4096 bytes
0111 8192 bytes
1000 16384 bytes
1001 32768 bytes
1010 65536 bytes

1011

131072 bytes

1100 -1111 Reserved
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3.9.7 VIMEM Packet Memory Offset

This register contains the number that will be added by the VIMEM access logic to all accesses of real Packet
Memory that occur. In a high performance configuration (separate control and packet store), this register
should be written to all zeros to indicate that all accesses of real Packet Memory do not require any additional
offset to be added. In a medium performance configuration (combined control and packet store), this register
should be loaded with a value that indicates the logical partitioning between control and packet storage. If for
instance, a single bank of 2 M was configured and this register was loaded with x‘0010 0000’ (1 M), then all
accesses to real Packet Memory would be forced into the 1-meg to 2-meg range.

Length

Type

Address

Power On Reset Value

Restrictions

Virtual Memory Logic (VIMEM)
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32 bits
Read/Write
XXXX 0D3C
x‘0000 0000’

This register should only be loaded with a non-zero value if a medium performance
configuration (combined control and packet store) exists. The value loaded must be
between zero and the maximum of the total amount of memory in the single bank,
and it must be on a 128-KB boundary. Any time the value in this register is
changed, the related base registers must be reloaded because the value loaded
into them is affected by the contents of this register during the load operation. The
related registers are the Virtual Buffer Map Base Address Register and all five real
buffer base registers.
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3.9.8 VIMEM Maximum Buffer Size

This register is used by the Virtual Memory logic to determine if an access to a virtual buffer falls into the
region of the buffer that can be accessed. If a virtual buffer read or write accesses an offset in a virtual buffer
that is greater than the contents of this register, the Virtual Memory logic can be configured to halt and gener-
ate an interrupt. The power up value of all ‘1’s causes this check to be disabled. This register is intended to
provide the user with a means of providing additional protection to accesses of the virtual buffers. For exam-
ple, if this register is loaded with x‘FF8’, all memory access up to and including the byte at address x'‘FFF’ are
allowed. Any access of offset x'1000’ or above will cause an exception.

Length 32 bits
Type Read/Write
Address XXXX 0D34

Power On Reset Value x‘0001 FFF8’

Restrictions All address logic based on this register only recognizes 8-byte words in memory.
For this reason, the low 3 bits of this register are not implemented and are always
forced to ‘0’.
Bit(s) Name Description
31-17 |Reserved Reserved.

Maximum virtual buffer size. The maximum value written into these bits would yield a

16-0 | Maximum Buffer Size buffer size of 128KB - 8 bytes.
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3.9.9 VIMEM Control Register

The bits in this register control the configurable features of the Virtual Memory logic.

Length 32 bits
Type Clear/Set
Address XXXX 0D80 and 0D84

Power On Reset Value x‘0000 0000’

Restrictions None
g >
[o]
= _ &%
o & 2 29
5> 2 ¢
° 7 L g
© = 8 [0]
2 3 a 8
S <
XEE
s 5 & g
Reserved 52 8 8 Reserved
[31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16[15[/14[13]12[11 10 9 8 7 6 5 4 3 2 1 0|
Bit(s) Name Description

31-16 | Reserved Reserved.

When set, this bit forces the Virtual Memory logic to ignore the virtual buffer map validity

15 Ignore Virtual Buffer Map Validity indication, and force all maps to appear valid.

When set, this bit forces the Virtual Memory logic to fetch the required map entry from
storage on every new virtual access. If a Virtual Memory map is updated by the software
for any reason, this bit should be toggled on and off after the map is updated and before
any virtual access happens to ensure that the Virtual Memory logic is not using stale
cached map segments. There is no hardware provided to make sure that the map entry
required by the Virtual Memory logic is not contained in one of the BCACH lines. It is the
responsibility of the software to ensure that all modified lines are flushed from the cache
before the Virtual Memory logic needs them.

14 Always Fetch Map Information

Serialize Packet Memory

13 When set, this bit forces all accesses to Packet Memory to be serialized.

Accesses
L When set, this bit causes control accesses to always have priority over packet accesses
Force Control Access Priority in . . ) . L ) f
12 . in a single memory bank configuration. When reset, priority will toggle every time an
Single Bank Mode 2
access is initiated.
11-0 |Reserved Reserved.
Virtual Memory Logic (VIMEM) pnr261_11vimem.fm.06

Page 198 of 706 August 14, 2000



Preliminary

3.9.10 VIMEM Status Register

IBM32NPCXX1EPABBEG6G6

IBM Processor for Network Resources

This register contains information regarding the current status of the Virtual Memory logic mainly with respect

to detected error access conditions.

Length 32 bits
Type Clear/Set
Address XXXX 0D60 and 0D64

Power On Reset Value x‘0000 0000’

Restrictions None
Q
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Reserved sfS3f 2 LEEoL G EE
[31 30 29 28 27 26 25 24 23 22 21 20 19 18 17[16|15]14][13[12][11]10]9[8]7 |6 [5]4[3[2][1]0]

Bit(s) Name
31-17 | Reserved

Memory Base Address Register

16 Setup Error

15 Page Fault During Read

14 Control Memory Address Invalid

13 Packet Memory Address Invalid

pnr261_11vimem.fm.06
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Description
Reserved.

When set, this bit indicates that the required conditions for the control, packet, and virtual
base address registers has not been satisfied. The required conditions are: control base
address < packet base address < virtual base address.

When set, this bit indicates that the Virtual Memory logic has detected a page fault error

when attempting to read memory. This indicates that no real buffer was available to map
into the virtual address space when required. All virtual reads that fail during a page fault
regardless of the requesting entity will cause this bit to be set. If the corresponding bit is

reset in the lock register, the read operation will complete, but with invalid data.

When set, this bit indicates that a Control Memory access was detected that was above
the value contained in the Packet Memory Offset Register for single bank configurations,
or in a multiple bank configuration in which the high address bits 31-27 were not ‘0’.

When set, this bit indicates that a Packet Memory access of address zero was detected in
single bank mode, or that a packet address was detected that contained an address out
of range (high five bits non-zero).

Virtual Memory Logic (VIMEM)
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Bit(s) Name

12 Invalid Map

Non-Recoverable Page Fault

" Error During Write

Recoverable Page Fault Error

10 During Write

9 Read Caused a Page Fault

Access Above Current Virtual

8 Buffer

7 Access Off Current Virtual Buffer
Map

6 Invalid Buffer Size in Base Regis-
ter

5 Incorrect Memory Boundary in

Base Register

4 ‘0’ Detected in Base Register

Virtual Memory Logic (VIMEM)
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Description

When set, this bit indicates that the Virtual Memory logic has detected a Virtual Memory
operation that attempted to access a map that was not marked as valid. A virtual buffer
map is marked valid by the POOLS entity when the buffer is originally acquired, and is
marked as invalid when the buffer is freed back to POOLS. Receiving this error indication
typically means that the software is trying to use a buffer that has not been acquired
through the normal means, or is trying to use a buffer that has already been freed, or that
memory has been corrupted. The valid indication that is checked by the hardware is the
value x'?656’ in the first 16 bits of the eight-byte map entry being accessed. To determine
the failing address, the memory control entity can be locked on this type of failure, and the
information saved by the memory controller, along with the base registers in this entity
can be used to determine which map was being accessed at the time of failure.

When set, this bit indicates that the Virtual Memory logic has detected a non-recoverable
page fault error when attempting to write memory. This indicates that no real buffer was
available to map into the virtual address space when required. All virtual writes that fail
during a page fault, with the exception of BCACH and REASM operations, cause this bit
to be set.

When set, this bit indicates that the Virtual Memory logic has detected a recoverable page
fault error when attempting to write memory. This indicates that no real buffer was avail-
able to map into the virtual address space when required. Operations from BCACH and
REASM cause this bit to be set instead of the non-recoverable bit because the software
can recover from these failures. If a BCACH write to Virtual Memory fails in this manner,
the packet header of the frame being updated is updated to indicate the failure. Software
can check the field in the packet header to ensure that the DMA operation completed suc-
cessfully. If such a packet is enqueued to CSKED, the packet header is checked and will
prevent the frame from being passed on to the segmentation logic. When CSKED
encounters a frame that has had this type of failure, there are several possible ways in
which it can be configured (via the CSKED control register) to handle the situation. It can
be configured to ignore the error and attempt to transmit the frame anyway (probably not
a good way), or the buffer can be freed back to POOLS, or an event can be generated to
allow the software to deal with the situation. If a REASM write to Virtual Memory fails in
this manner, the packet currently being received is dropped; it is up to the software to per-
form any recovery operations that are required.

When set, this bit indicates that the Virtual Memory logic has detected a read operation
that caused a page fault. This is an invalid condition because the data required for a read
operation should have been previously initialized by a write operation, so no page fault
should ever occur on a read operation. If the corresponding bit in the lock register is reset,
a page is mapped into the current virtual buffer segment and the data that previously was
written in that page is returned. This bit can come on in several situations that are not
really errors. In these cases, the associated interrupt and lock bits can be reset so that
this error does not cause the adapter to halt normal operation. Several of these conditions
are: When predictive fill is enabled, a read from the end of a buffer may cause a predictive
read that crosses a virtual segment boundary and causes this bit to be set. If a small
buffer (fits entirely in the cache) is copied from one PNR buffer to another PNR buffer, a
subsequent read of the last bytes written causes this bit to be set if the cache hasn’t been
flushed between the write and the read, and the last write cycle did not write all four bytes,
and the address that is being written/read is within the first x'20’ bytes of a virtual seg-
ment.

When set, this bit indicates that the Virtual Memory logic has detected an access of a vir-
tual buffer that falls above the limit set by the buffer maximum size register.

When set, this bit indicates that the Virtual Memory logic has detected an access that
does not fall in one of the currently mapped buffer segments based upon the currently-
configured virtual buffer map size.

When set, this bit indicates that a virtual access has been detected that used a base reg-
ister that had an invalid associated buffer size configured in the low order bits.

When set, this bit indicates that a virtual access has been detected that used a base reg-
ister that was not on the correct memory boundary. For example, if a base register is set
up to use 2 KB buffers, the base register must be set up on a 2 KB boundary.

When set, this bit indicates that a virtual access has been detected that used a base reg-
ister that contained a value of ‘0’.

pnr261_11vimem.fm.06
August 14, 2000



IBM32NPCXX1EPABBEG6G6

Preliminary IBM Processor for Network Resources
Bit(s) Name Description

3 Reserved Reserved.
When set, this bit indicates that the Virtual Memory logic has detected a memory access

2 Generated Buffer Index Too Large |that resulted in the generation of a buffer index that was greater than the currently config-
ured maximum derived from the VIMEM Virtual Memory total bytes register.

1 Invalid Configured Buffer Size When set, this bit indicates that the currently configured size of buffers is invalid.

0 Invalid Value in Map Base Regis- |When set, this bit indicates that the map base register contains an invalid value. Two pos-

ter sible causes are that bits 5-2 are not ‘0’ or bits 31-6 are ‘0.

3.9.11 VIMEM Interrupt Enable Register

This register allows the user to enable interrupts for each of the conditions reported in the VIMEM Status
Register. Each bit corresponds to the same bit in the status register and when set to ‘1’ generates an interrupt
from VIMEM to INTST if the condition is detected.

Length 32 bits
Type Clear/Set
Address XXXX 0D68 and 0D6C

Power On Reset Value x'0001 FFFF’

Restrictions None
Bit(s) Name Description
31-17 |Reserved Reserved.
16-0  Interrupt Enables When one of these bits is on and the corresponding bit in the VIMEM Status Register is

on, an interrupt is generated.
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3.9.12 VIMEM Memory Lock Enable Register

This register allows the user to selectively allow each of the conditions reported in the VIMEM Status Register
to force a memory lock condition in the memory controller. Each bit corresponds to the same bit in the status
register and when set to ‘1’ causes a memory lock if the condition is detected.

Length 32 bits
Type Clear/Set
Address XXXX 0D70 and 0D74

Power On Reset Value x'0001 FFFF’

Restrictions None
Bit(s) Name Description
31-17 | Reserved Reserved.

When one of these bits is on and the corresponding bit in the "VIMEM Status Register” on

16-0 |Lock Enables page 199 is on, the memory subsystem will lock.

Virtual Memory Logic (VIMEM) pnr261_11vimem.fm.06
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3.9.13 VIMEM State Machine Current State

This register provides feedback to the user regarding the current status of the state machines in VIMEM. One
use of this register is to make sure that the required initialization time has expired after loading the segment
size register. This is accomplished by reading this register repeatedly until the initialization state machine is in
the idle state.

Length 32 bits
Type Read Only
Address XXXX 0D78

Power On Reset Value x‘001D 0000’

Restrictions None

Reserved Reserved Reserved

v v v v vy v v vy v

Current state of the VIMEM Main1 state machine
Current state of the VIMEM MainO state machine

Current state of the initialization state machine

[31 30 29 28 27 26 25 24 23 22 21[20 19 18 17 16]15 14 13[12 11 10 9 8|7 6 5)/4 3 2 1 0|
Bit(s) Name Description
31-21 | Reserved Reserved.
20-16 Current state of the initialization These bits contain the current state of the initialization state machine. A value of “1----"
state machine indicates that the state machine is in the idle state.
15-13 |Reserved Reserved.
12.8 Current state of the VIMEM Main 1 These bits contain the current state of the VIMEM Main1 state machine. A value of
state machine “00000” indicates that the state machine is in the idle state.
7-5 Reserved Reserved.
40 Current state of the VIMEM Main 0 These bits contain the current state of the VIMEM MainO state machine. A value of
state machine “00000” indicates that the state machine is in the idle state.
pnr261_11vimem.fm.06 Virtual Memory Logic (VIMEM)
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3.9.14 VIMEM Last Processor Read Real Address Address

This register provides information to the user about the last read access of virtual Packet Memory by the pro-
cessor. If a virtual address was accessed, this register contains the real address generated by the Virtual
Memory logic that can be used to access the same location. This register is intended mainly as an aid in
debugging to make virtual address translation easier. To perform the translation, the processor must read
from the desired virtual address: after the read is complete, this register contains the real address that was
accessed. The address contained in this register is an offset from the beginning of physical Packet Memory.

Length 32 bits
Type Read Only
Address XXXX 0D7C

Power On Reset Value x‘0000 0000’

Restrictions None
Zero bits Real Address Accessed
|31 30292827|262524232221 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 O|
Bit(s) Name Description
31-27 |Reserved Reserved. These bits will always read as ‘0.

After any read operation from the processor to Packet Memory, these bits will contain the

26-0 |Read Address Accessed real address that was accessed.

Virtual Memory Logic (VIMEM) pnr261_11vimem.fm.06
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3.9.15 VIMEM Virtual Buffer Segment Size Register

This register, along with the lower four bits of the real buffer base registers, defines the size of the second
through 16th real buffers that are concatenated to make up a virtual buffer. Two bits of this register are asso-
ciated with each real buffer segment and indicate one out of four possible associations. The associative pos-
sibilities are shown in the bit table below. Every two bits defines the connection between a particular buffer
segment and the real buffer base registers.

Length 32 bits
Type Read/Write
Address XXXX 0D00

Power On Reset Value x‘0000 0000’

Restrictions Care must be used when setting up this register to ensure that only values that cor-
respond to real buffer sizes that POOLS has also been set up to provide are
loaded. A write to this register causes the Virtual Memory logic to calculate the dif-
ferent real buffer boundaries within a virtual buffer. This calculation requires infor-
mation from the real buffer base registers to determine the size of the different
segments making up the virtual buffer. For this reason, it is required that this regis-
ter be written after the real buffer base registers have been initialized. After writing
this register, the software must wait at least 2 ms before accessing Virtual Memory.
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Bit(s) Description Bit Association
31-30 |Defines the 16th buffer segment’s connection.
29-28 |Defines the 15th buffer segment’s connection.
27-26 |Defines the 14th buffer segment’s connection.
25-24 | Defines the 13th buffer segment’s connection.
23-22 | Defines the 12th buffer segment’s connection.

21-20 |Defines the 11th buffer segment’s connection.

. . 00 Associates this real buffer segment with Real
19-18 | Defines the 10th buffer segment’s connection. Buffer Base Register 0
17-16  Defines the 9th buffer segment’s connection. 01 Associates this real buffer segment with Real
Buffer Base Register 1
15-14  Defines the 8th buffer segment’s connection. 10 Associates this real buffer segment with Real
13-12 |Defines the 7th buffer segment’s connection. Buffer'Base Beglster 2 .
11 Associates this real buffer segment with Real
11-10 | Defines the 6th buffer segment’s connection. Buffer Base Register 3
9-8 Defines the 5th buffer segment’s connection.
7-6 Defines the 4th buffer segment’s connection.
5-4 Defines the 3rd buffer segment’s connection.
3-2 Defines the 2nd buffer segment’s connection.
1-0 Reserved. The first real buffer is implicitly associated with the vir-
tual buffer, these bits will always be read as ‘0.
Virtual Memory Logic (VIMEM) pnr261_11vimem.fm.06
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3.9.16 VIMEM Buffer Map Base Address Register

This register contains the address in Packet Memory at which the buffer map table starts. The buffer map
table consists of a variable number of eight-byte entries for each buffer that is allocated in the system. The
first 16 bits of each eight-byte entry contains the POOL ID and various status flags associated with this buffer,
thus this base register is used in both real and Virtual Memory modes.

In Virtual Memory mode, each of the three subsequent 16 bits contains an index which is associated with a
buffer size base register using the Buffer Segment Limit Register. The index and buffer size base register are
used to determine a real buffer address. If the map size is set to eight bytes, only one eight-byte entry is used
for each buffer. If the map size is set to 16 bytes, two eight-byte entries are used for each buffer. If the map
size is set to 32 bytes, four eight-byte entries are used for each buffer. If the map size is set to 64 bytes, five
eight-byte entries are used for each buffer, and the remaining 24 bytes of the map are unused by the hard-
ware.

Length 32 bits
Type Read/Write
Address XXXX 0D08

Power On Reset Value x‘0020 0000’ (This value is actually the power up contents of the Packet Memory
Real Base Register added to the power up contents of this register x‘0000 0000’)
due to the automatic address adjustment explained below.)

Restrictions The base address for the buffer map must begin on a 64-byte boundary. When a
base register is written, the hardware performs an automatic adjustment to the
address using the contents of the Packet Memory Real Base Register, and the
Packet Memory Offset Register. This results in the actual value being stored, not
being the value that is written by the program. This is done to make the virtual
accesses that use the base register execute more quickly.

The reverse adjustment is made when the read operation is performed, so that it
appears to the program no different than a normal operation. Care must be taken,
however, to ensure that both the Packet Memory Real Base Register and the
Packet Memory Offset Register are set-up before any of the base registers are writ-
ten. If the Packet Memory Base Register or the Packet Memory Offset Register are
changed, Packet Memory should not be accessed until all the base registers have
been written again.
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|31 30 29 28 27 26 25 24 23 22 21

20 19 18 17 16 15 14 13 12 11 10 9 8 7 6|5 4 3 2|1 O|

Bit(s) Name
31-6 |Starting Address

5-2 Reserved

1-0 Map Entry Size

Virtual Memory Logic (VIMEM)
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Defines the starting address of the buffer map.
Reserved, should be written with ‘0’.

Defines the size of each map entry:

00
01
10
11

8 bytes

16 bytes
32 bytes
64 bytes

pnr261_11vimem.fm.06
August 14, 2000



IBM32NPCXX1EPABBEG6G6

Preliminary IBM Processor for Network Resources

3.9.17 VIMEM Real Buffer Base Address Registers

These registers contain the address in Packet Memory at which a block of memory begins that is used to pro-
vide a given size buffer. In general, the block allocated must be large enough to contain as many buffers as
will be freed to POOLS on initialization. However, for Real Buffer Base 4, the size of the block reserved must
be large enough so that one buffer is available for each of the virtual buffers freed to POOLS. These buffers
must not be freed to POOLS because they are implicitly used as the first real buffer segment for each of the
virtual buffers. If a given base register (and associated buffer size) is not used, the low four bits of the register
should be set to x‘F’ to ensure that accesses of this buffer size are detected and flagged as an error. When
using real memory mode (controlled in POOLS), all of these base registers are unused with the exception of
base register zero, which contains the base address for all real memory buffers. In real mode, the low four
bits of base register zero are of no significance. The size of the real buffers is controlled through the Buffer
Size Register.

Length 32 bits

Type Read/Write

Address Buffer Size 0 XXXX 0D20
Buffer Size 1 XXXX 0D24
Buffer Size 2 XXXX 0D28
Buffer Size 3 XXXX 0D2C

Buffer Size 4 (implicit) ~ XXXX 0D30
Power On Reset Value x‘0020 000F’

Restrictions The base address for any given buffer size must begin on a boundary that is equal
to the buffer size. For example, the base address for 128-byte buffers must be on a
128-byte boundary, and the base address for 4096-byte buffers must be on a 4096-
byte boundary.

When a base register is written, the hardware performs an automatic adjustment to
the address using the contents of the Packet Memory real base register and the
Packet Memory offset register. This results in the actual value being stored, not
being the value that is written by the program. This is done to make the memory
accesses that use the base register execute quicker. The reverse adjustment is
made when the read operation is performed, so that it appears to the program no
different than a normal operation. Care must be taken, however, to ensure that the
Packet Memory Real Base Register and the Packet Memory Offset Register are
set-up before any of the base registers are written. If the Packet Memory Base Reg-
ister or the Packet Memory Offset Register is changed, Packet Memory should not
be accessed until all the base registers have been written again. The power on
reset value of these registers is actually the power on reset value of the Packet
Memory Real Base Register added to the contents of the Packet Memory Offset
Register added to the original contents of these registers (x‘'0000 000F’).
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Starting Address

v

Preliminary

Real BufferSize

Reserved

VI d J

|31 30 29 28 27 26 25 24 23 22 21

20 19 18 17 16 15 14 13 12 11 10 9 8 7 6|5 4|3 2 1 O|

Bit(s) Name
31-6 |Starting Address

5-4 Reserved

3-0 Real Buffer Size
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Defines the starting address in Packet Memory of the memory block used to provide real

buffers of defined size.

Reserved (User should write zeros and ignore read value).

Defines the size of the real buffers in this block of memory with the following encoding:

0000
0001
0010
0011
0100
0101
0110
0111
1000
1001
1010
1011

64 bytes
128 bytes
256 bytes
512 bytes
1024 bytes
2048 bytes
4096 bytes
8192 bytes
16384 bytes
32768 bytes
65536 bytes
131072 bytes

1100 -1111Reserved
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3.10 Memory Arbitration Logic (ARBIT)

This section contains descriptions of the registers used by the arbiter logic.

3.10.1 ARBIT Control Priority Resolution Register High

The bits in this register define the priority of requesting entities to Control Memory.

Length 32 bits
Type Read/Write
Address XXXX OEOO

Power On Reset Value x'‘0OEDC BA98’

Restrictions None

Reserved Priority Level E Priority Level D Priority Level C Priority Level B Priority Level A Priority Level 9 Priority Level 8

v v i v i v i vy v i v v v v v

[31 30 29 28[27 26 25 24[23 22 21 20[19 18 17 16[15 14 13 12[11 10 9 8]7 6 5 4[3 2 1 0]

Bit(s) Name Description
31-28 |Reserved Reserved.

The value loaded into these bits defines which entity will be requesting at priority level E
(lowest priority). Value encoding is:

F: Reserved 7: SEGBF
E: CHKSM 6: TXLCD
o D: PCORELO 5: RXLCD
27-24 | Priority Level E C: BCACHLO 4: GPDMA
B: POOLSLO 3: DMAQS
A: CSKED 2: PCORE HI
9: RXXLT 1: BCACHHI
8: RXQUE 0: POOLSHI

The value loaded into these bits defines which entity will request at priority level D. Value

23-20 | Priority Level D encoding is as listed in the description of bits 27-24.

The value loaded into these bits defines which entity will request at priority level C. Value

19-16  Priority Level C encoding is as listed in the description of bits 27-24.

The value loaded into these bits defines which entity will request at priority level B. Value

15-12 Priority Level B encoding is as listed in the description of bits 27-24.

The value loaded into these bits defines which entity will request at priority level A. Value

11-8  Priority Level A encoding is as listed in the description of bits 27-24.

The value loaded into these bits defines which entity will request at priority level 9. Value

-4 Priority Level 9 encoding is as listed in the description of bits 27-24.

The value loaded into these bits defines which entity will request at priority level 8. Value

3-0 |Priority Level 8 encoding is as listed in the description of bits 27-24.
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3.10.2 ARBIT Control Priority Resolution Register Low

The bits in this register define the priority of requesting entities to Control Memory.

Length 32 bits
Type Read/Write
Address XXXX OEO4

Power On Reset Value x'7654 3210’

Restrictions None

Priority Level 7 Priority Level 6 Priority Level 5 Priority Level 4 Priority Level 3 Priority Level 2 Priority Level 1 Priority Level O

v v v v i v i v v V1 v v v v v

[31 30 29 28|27 26 25 24[23 22 21 20[19 18 17 16[15 14 13 12][11 10 9 8|7 6 5 4[3 2 1 0|

Bit(s) Name Description
The value loaded into these bits defines which entity will request at priority level 7. Value
encoding is:

F: Reserved 7: SEGBF
E: CHKSM 6: TXLCD
o D: PCORELO 5: RXLCD

31-28 | Priority Level 7 C: BCACHLO 4: GPDMA
B: POOLSLO 3: DMAQS
A: CSKED 2: PCORE HI
9: RXXLT 1: BCACHHI
8: RXQUE 0: POOLSHI

The value loaded into these bits defines which entity will request at priority level 6. For

27-24  Priority Level 6 value encoding, see the description of bits 31-28.

The value loaded into these bits defines which entity will request at priority level 5. For

2820 Priority Level 5 value encoding, see the description of bits 31-28.

The value loaded into these bits defines which entity will request at priority level 4. For

19-16 | Priority Level 4 value encoding, see the description of bits 31-28.

The value loaded into these bits defines which entity will request at priority level 3. For

15-12 | Priority Level 3 value encoding, see the description of bits 31-28.

The value loaded into these bits defines which entity will request at priority level 2. For

11-8  Priority Level 2 value encoding, see the description of bits 31-28.

The value loaded into these bits defines which entity will request at priority level 1. For

-4 Priority Level 1 value encoding, see the description of bits 31-28.

The value loaded into these bits defines which entity will request at priority level 0 (high-

30 Priority Level 0 est priority). For value encoding, see the description of bits 31-28.
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3.10.3 ARBIT Control Error Mask Register

The bits in this register control whether ARBIT-detected error conditions on an entity’s interface will lock the
Control Memory subsystem. Bits in this register also control the locking of the Control Memory subsystem
based on Control Memory, Packet Memory, Virtual Memory, and BCACH-detected error conditions. Reset-
ting the appropriate bit will force errors from that source to be ignored.

Length 32 bits
Type Clear/Set
Address

XXXX OEO8 and OEOC

Power On Reset Value x‘000F FFFF’

Restrictions None
Bit(s) Name
31-19 | Reserved
18 ARBIT Packet Memory Error
17 PCORE Error
16 POOLS Error
15 BCACH Error
14 VIMEM Error
13 PAKIT Error
12 COMET Error
11 CHKSM
10 PCORE
9 BCACH
8 POOLS
7 CSKED
6 RXXLT
5 RXQUE
4 SEGBF
3 TXLCD
2 RXLCD

pnr261_12arbit.fm.06
August 14, 2000

Description
Reserved.
When this bit is set, ARBIT detected Packet Memory errors will lock Control Memory.
When this bit is set, an error from PCORE will lock Control Memory.
When this bit is set, an error from POOLS will lock Control Memory.
When this bit is set, an error from BCACH will lock Control Memory.
When this bit is set, an error from VIMEM will lock Control Memory.
When this bit is set, an error from PAKIT will lock Control Memory.
When this bit is set, an error from COMET will lock Control Memory.

When set, an error on the Control Memory interface between CHKSM and ARBIT will lock
Control Memory.

When set, an error on the Control Memory interface between PCORE and ARBIT will lock
Control Memory.

When set, an error on the Control Memory interface between BCACH and ARBIT will lock
Control Memory.

When set, an error on the Control Memory interface between POOLS and ARBIT will lock
Control Memory.

CWhen set, an error on the Control Memory interface between CSKED and ARBIT will
lock Control Memory.

When set, an error on the Control Memory interface between RXXLT and ARBIT will lock
Control Memory.

When set, an error on the Control Memory interface between RXQUE and ARBIT will lock
Control Memory. RXQUE

When set, an error on the Control Memory interface between SEGBF and ARBIT will lock
Control Memory.

When set, an error on the Control Memory interface between TXLCD and ARBIT will lock
Control Memory.

When set, an error on the Control Memory interface between RXLCD and ARBIT will lock
Control Memory.

Memory Arbitration Logic (ARBIT)
Page 213 of 706



IBM32NPCXX1EPABBEG66

IBM Processor for Network Resources

Bit(s) Name
1 GPDMA
0 DMAQS

Preliminary

Description

When set, an error on the Control Memory interface between GPDMA and ARBIT will lock
Control Memory.

When set, an error on the Control Memory interface between DMAQS and ARBIT will lock
Control Memory.

3.10.4 ARBIT Control Error Source Register

The bits in this register provide feedback to indicate the source of errors that have been detected by the

memory subsystem.

Length 32 bits
Type Clear/Set
Address XXXX OE18 and OE1C

Power On Reset Value x‘0000 0000’

Restrictions Bits 17 through 12 are driven from external entities and cannot be set or reset in
this register. They must be set or reset in the entity of origin.

Bit(s) Name
31-19 |Reserved
18 ARBIT Packet Memory Error
17 PCORE Error
16 POOLS Error
15 BCACH Error
14 VIMEM Error
13 PAKIT Error
12 COMET Error
11 CHKSM
PCORE
BCACH
POOLS
CSKED
RXXLT
RXQUE
SEGBF
TXLCD
RXLCD

-
o

N WA OO N 0 ©

1 GPDMA
0 DMAQS
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Description
Reserved.
ARBIT detected a Packet Memory error.
PCORE indicated an error condition.
POOLS indicated an error condition.
BCACH indicated an error condition.
VIMEMindicated an error condition.
PAKIT indicated an error condition.
COMET indicated an error condition.
An error was detected on the Control Memory interface from CHKSM.
An error was detected on the Control Memory interface from PCORE.
An error was detected on the Control Memory interface from BCACH.
An error was detected on the Control Memory interface from POOLS.
An error was detected on the Control Memory interface from CSKED.
An error was detected on the Control Memory interface from RXXLT.
An error was detected on the Control Memory interface from RXQUE.
An error was detected on the Control Memory interface from SEGBF.
An error was detected on the Control Memory interface from TXLCD.
An error was detected on the Control Memory interface from RXLCD.
An error was detected on the Control Memory interface from GPDMA.

An error was detected on the Control Memory interface from DMAQS.
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3.10.5 ARBIT Control Winner Register

The bits in this register indicate which entity currently owns Control Memory.

Length 32 bits
Type Read Only
Address XXXX 0E2C

Power On Reset Value x‘0000 O00F’

Restrictions None

Control Winner B
Control Winner A

Reserved

v ' ! '

1|3029282726252423222120191817161514131211 10 9 8|7 6 5 4|3 2 1 O|

<«— Correct Memory Winner

w

Bit(s) Name Description

For performance reasons, two sets of operational latches (bank A and bank B) exist in the
arbiter for Control Memory. When set, this bit indicates that the B latches are active, and
when reset indicates that the A latches are active. When this bit is set and memory is
locked, bits 7-4 of this register contain a value that indicates the entity that most recently
was accessing memory. If this bit is reset and memory is locked, bits 3-0 of this register
contain a value that indicates the entity that was accessing memory most recently.

31 Correct Memory Winner

30-8 | Reserved Reserved. Will read ‘0’.

Control winner B.

Reserved 7: SEGBF
CHKSM 6: TXLCD

: PCORE LO 5: RXLCD

: BCACHLO 4. GPDMA
POOLS LO 3: DMAQS

: CSKED 2: PCORE HI
RXXLT 1: BCACH HI
RXQUE 0: POOLS HI

7-4 Control Winner B

@OFH»OOMM

Control winner A.

F: Reserved 7: SEGBF
E: CHKSM 6: TXLCD
D: PCORE LO 5: RXLCD

3-0 Control Winner A C: BCACHLO 4: GPDMA
B: POOLS LO 3: DMAQS
A: CSKED 2: PCORE HI
9: RXXLT 1: BCACHHI
8: RXQUE 0: POOLSHI
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3.10.6 ARBIT Control Address Register A

If latch bank A is active, the bits in this register indicate the last address that was used to access Control
Memory.

Length 32 bits
Type Read Only
Address XXXX 0E10

Power On Reset Value x‘0000 0000’

Restrictions None

Last Address Provided by Arbiter

v v

|313029282726252423222120191817161514131211109 8 7 6 5 4 3 2 1 O|

Bit(s) Name Description

31-0 | Last Address Bank A ;I;ese bits contain the last address provided by the arbiter to the Control Memory control-

3.10.7 ARBIT Control Address Register B

If latch bank B is active, the bits in this register indicate the last address that was used to access Control
Memory.

Length 32 bits
Type Read Only
Address XXXX 0E20

Power On Reset Value x‘0000 0000’

Restrictions None

Last Address Provided by Arbiter

v v

|313029282726252423222120191817161514131211109 8 7 6 5 4 3 2 1 O|

Bit(s) Name Description

These bits contain the last address provided by the arbiter to the Control Memory control-

31-0 | Last Address Bank B ler
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3.10.8 ARBIT Control Length Register

The bits in this register indicate the last length used to access Control Memory.

Length 32 bits
Type Read Only
Address XXXX OE14

Power On Reset Value x‘0000 0000’

Restrictions None
Reserved Latch Bank B Length Latch Bank A Length
|31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16|15 14 13 12 11 10 9 8|7 6 5 4 3 2 1 O|
Bit(s) Name Description
31-16 |Reserved Reserved.
15-8 |Length Bank B These bits contain the length used to access Control Memory through latch bank B.
7-0 Length Bank A These bits contain the length used to access Control Memory through latch bank A.
pnr261_12arbit.fm.06 Memory Arbitration Logic (ARBIT)
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3.10.9 ARBIT Control Lock Entity Enable Register

The value programmed in this register controls which entity, if any, has access to Control Memory immedi-
ately after memory has locked. This register powers up to a value that will not allow any entity to access
memory after a lock condition until the lock condition has been properly cleared.

Length 32 bits
Type Read/Write
Address XXXX OE28

Power On Reset Value x‘0000 O00F’

Restrictions None
Entity with Post
Memory Lock
Reserved Access
|3130292827262524232221 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4|3 2 1 O|
Bit(s) Name Description
31-4 | Reserved Reserved.

The value in these bits map to the following entities:

F: Reserved 7. SEGBF
E: CHKSM 6: TXLCD
. . D: PCORE LO 5: RXLCD
g0 Nty with PostMemory Lock . poacH Lo 4: GPDMA
B: POOLS LO 3: DMAQS

A: CSKED 2: PCOREHI

9: RXXLT 1: BCACH HI

8: RXQUE 0: POOLS HI
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3.10.10 ARBIT Control Config Register

The bits in this register control the operation of the Control Memory arbiter.

Length 32 bits
Type Clear/Set
Address XXXX OE38 and 0E3C

Power On Reset Value x‘0000 0000’

Restrictions None

Reserved

v v

|313029282726252423222120191817161514131211109 8 7 6 5 4 3 2|

o |<«— Serialize Control Memory Accesses

— | «<— Arbit Entity State Control

Bit(s) Name Description
31-2 | Reserved Reserved.

This bit controls the ARBIT entity state debug mux. When set, the incoming entity
1 Arbit Entity State Control requests and outgoing acknowledges are routed to the entity state pins. When reset, the
internal state information is routed to the entity state pins.

When set, this bit forces all operations to Control Memory to be serialized. An operation

0 Serialize Control Memory from one entity must be entirely complete before an operation from another entity will be
Accesses started. When reset, if the memory operation in process can be overlapped, a second
operation will be started before the first operation is complete.
pnr261_12arbit.fm.06 Memory Arbitration Logic (ARBIT)
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3.10.11 ARBIT Packet Priority Resolution Register High

The bits in this register define the priority of requesting entities to Packet Memory.

Length 32 bits
Type Read/Write
Address XXXX OE80

Power On Reset Value x'‘0OEDC BA98’

Restrictions None
Bit(s) Name Description
31-28 Reserved Reserved.

The value loads into these bits defines which entity will request at priority level E (lowest
priority). Value encoding is:

F: Reserved 7. SEGBF
E: CHKSM 6: Reserved
o D: PCORELO 5: RXAAL
27-24 | Priority Level E C: BCACHLO 4 GPDMA
B: POOLSLO 3: DMAQS
A: CSKED 2: PCORE HI
9: Reserved 1: BCACH HI
8: RXQUE 0: POOLS HI

The value loaded into these bits defines which entity will request at priority level D. For

23-20 |Priority Level D value encoding, see the description of bits 27-24.

The value loaded into these bits defines which entity will request at priority level C. For

19-16  Priority Level C value encoding, see the description of bits 27-24.

The value loaded into these bits defines which entity will request at priority level B. For

15-12 Priority Level B value encoding, see the description of bits 27-24.

The value loaded into these bits defines which entity will request at priority level A. For

11-8  Priority Level A value encoding, see the description of bits 27-24.

The value loaded into these bits defines which entity will request at priority level 9. For

-4 Priority Level 9 value encoding, see the description of bits 27-24.

The value loaded into these bits defines which entity will request at priority level 8. For

30 Priority Level 8 value encoding, see the description of bits 27-24.
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3.10.12 ARBIT Packet Priority Resolution Register Low

The bits in this register define the priority of requesting entities to Packet Memory.

Length 32 bits
Type Read/Write
Address XXXX OE84

Power On Reset Value x'7654 3210’

Restrictions None

Priority Level 7
Priority Level 6
Priority Level 5
Priority Level 4
Priority Level 3
Priority Level 2
Priority Level 1
Priority Level O

v v v v v vy v v v v v i vy v

[31 30 29 28|27 26 25 24[23 22 21 20[19 18 17 16[15 14 13 12][11 10 9 8|7 6 5 4[3 2 1 0|

Bit(s) Name Description

The value loaded into these bits define which entity will be requesting at priority level 7.
Value encoding is:

F: Reserved 7: SEGBF
E: CHKSM 6: Reserved
o D: PCORELO 5: RXAAL

31-28 | Priority Level 7 C: BCACHLO 4 GPDMA
B: POOLSLO 3: DMAQS
A: CSKED 2: PCORE HI
9: Reserved 1: BCACH HI
8: RXQUE 0: POOLS HI

27-24  Priority Level 6 The value loaded into these bits defines which entity will request at priority level 6. For

value encoding, see the description of bits 31-28 above.

] - The value loaded into these bits defines which entity will request at priority level 5. For
23-20 |Priority Level 5 value encoding, see the description of bits 31-28 above.

19-16 | Priority Level 4 The value loaded into these bits defines which entity will request at priority level 4. For
Y value encoding, see the description of bits 31-28 above.

) - The value loaded into these bits defines which entity will request at priority level 3. For
15-12 Priority Level 3 value encoding, see the description of bits 31-28 above.

11-8  Priority Level 2 The value loaded into these bits defines which entity will request at priority level 2. For
Y value encoding, see the description of bits 31-28 above.

7.4 Priority Level 1 The value loaded into these bits defines which entity will request at priority level 1. For
Y value encoding, see the description of bits 31-28 above.

) I The value loaded into these bits defines which entity will request at priority level 0 (high-
30 Priority Level 0 est priority). For value encoding, see the description of bits 31-28 above.
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3.10.13 ARBIT Packet Entity Error Mask Register

The bits in this register control whether ARBIT-detected error conditions on an entity’s interface will lock the
Packet Memory subsystem. Bits in this register also control the locking of the Packet Memory subsystem
based on Control Memory, Packet Memory, Virtual Memory, and BCACH-detected error conditions. Reset-
ting the appropriate bit will force errors from that source to be ignored.

Length 32 bits
Type Clear/Set
Address XXXX OE88 and 0E8C

Power On Reset Value x‘000F FFFF’

Restrictions

None

Bit(s) Name Description
31-20 |Reserved Reserved.
19 Rearbitration Failure When this bit is set, a rearbitrationf failure will lock Packet Memory.
18 ARBIT Control Memory Error When this bit is set, ARBIT detected Control Memory errors will lock Packet Memory.
17 PCORE Error When this bit is set, an error from PCORE will lock Packet Memory.
16 POOLS Error When this bit is set, an error from POOLS will lock Packet Memory.
15 BCACH Error When this bit is set, an error from BCACH will lock Packet Memory.
14 VIMEM Error When this bit is set, an error from VIMEM will lock Packet Memory.
13 PAKIT Error When this bit is set, an error from PAKIT will lock Packet Memory.
12 COMET Error When this bit is set, an error from COMET will lock Packet Memory.
When set, an error on the Packet Memory interface between CHKSM and ARBIT will lock
11 CHKSM
Packet Memory.
When set, an error on Packet Memory interface between PCORE and ARBIT will lock
10 PCORE
Packet Memory.
When set, an error on the Packet Memory interface between BCACH and ARBIT will lock
9 BCACH
Packet Memory.
8 POOLS When set, an error on the Packet Memory interface between POOLS and ARBIT will lock
Packet Memory.
When set, an error on the Packet Memory interface between CSKED and ARBIT will lock
7 CSKED
Packet Memory.
6 Reserved Reserved.
5 RXQUE When set, an error on the Packet Memory interface between RXQUE and ARBIT will lock
Packet Memory.
When set, an error on the Packet Memory interface between SEGBF and ARBIT will lock
4 SEGBF
Packet Memory.
3 Reserved Reserved.
5 RXAAL When set, an error on the Packet Memory interface between RXAAL and ARBIT will lock
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Bit(s) Name
1 GPDMA
0 DMAQS
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Description

When set, an error on the Packet Memory interface between GPDMA and ARBIT will lock
Packet Memory.

When set, an error on the Packet Memory interface between DMAQS and ARBIT will lock
Packet Memory.
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3.10.14 ARBIT Packet Error Source Register

The bits in this register provide feedback to indicate the source of errors that have been detected by the
memory subsystem.

Length 32 bits
Type Clear/Set
Address XXXX OE98 and 0E9C

Power On Reset Value x‘0000 0000’

Restrictions Bits 17, 16, and 11 through 14 are driven from external entities and can not be set/
reset in this register. They must be set/reset in the entity of origin.

S

Lo

S 58885 5 8

S S W0 g m g £ W - -

EsworsdPrbswroo we <9

£ £8633L0528823Y33835353¢<

Reserved 23R8 TLLLB&EEYEEG 3B

! U R SR O T N T A T A S A A A AN R
[31 380 29 28 27 26 25 24 23 22 21 20[19[18[17[16]15]14]18[12[11[10[ 9|8 |7 [6|5]4[3]2[1]0]
Bit(s) Name Description

31-20 Reserved Reserved.

Rearbitration detected while already handling rearbitration condition. This condition would
19 Rearbitration Failure. indicate that the priorities programmed in the priority resolution logic were incorrectly pro-
grammed and POOLS HIGH was not given the highest priority.

18 ARBIT Control Memory Error ARBIT detected control errors.
17 PCORE Error PCORE indicated an error condition.
16 POOLS Error POOLS indicated an error condition.
15 BCACH Error BCACH indicated an error condition.
14 VIMEM Error VIMEM indicated an error condition.
13 PAKIT Error PAKIT indicated an error condition.
12 COMET Error COMET indicated an error condition.
11 CHKSM An error was detected on the Packet Memory interface from CHKSM.
10 PCORE An error was detected on the Packet Memory interface from PCORE.
9 BCACH An error was detected on the Packet Memory interface from BCACH.
8 POOLS An error was detected on the Packet Memory interface from POOLS.
7 CSKED An error was detected on the Packet Memory interface from CSKED.
6 Reserved Reserved.
5 RXQUE An error was detected on the Packet Memory interface from RXQUE.
4 SEGBF An error was detected on the Packet Memory interface from SEGBF.
3 Reserved Reserved.
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Bit(s) Name Description
2 RXAAL An error was detected on the Packet Memory interface from RXAAL.
1 GPDMA An error was detected on the Packet Memory interface from GPDMA.
0 DMAQS An error was detected on the Packet Memory interface from DMAQS.

3.10.15 ARBIT Packet Winner Register

The bits in this register indicate which entity currently owns Packet Memory.

Length 32 bits
Type Read Only
Address XXXX OEAC

Power On Reset Value x‘0000 O00F’

Restrictions None

Packet Winner B
Packet Winner A

Reserved

v vy v
4

|292827262524232221 20 19 18 17 16 15 14 13 12 11 10 9 8|7 6 5

8 |«— Active Set/Reset

@ |«— Reserved

v v
3

2 1 0]

Bit(s) Name Description
31 Reserved Reserved.

For performance reasons, two sets of operational latches (bank A and bank B) exist in the
arbiter for Packet Memory. When set, this bit indicates that the B latches are active, and
30 Active Set/Reset when reset it indicates that the A latches are active. When this bit is set and memory is
locked, bits 7-4 of this register contain a value that indicates the entity that most recently
was accessing memory. If this bit is reset and memory is locked, bits 3-0 of this register
contain a value that indicates the entity that was accessing memory most recently.

29-8 | Reserved Reserved. Will read ‘0.
7-4 Packet Winner B Packet winner B.

Packet winner A.
Value encoding is:

F: Reserved 7: SEGBF
E: CHKSM 6: Reserved
) D: PCORELO 5: RXAAL
30 | Packet Winner A C: BCACHLO 4 GPDMA
B: POOLSLO 3: DMAQS
A: CSKED 2: PCORE HI
9: Reserved 1: BCACH HI
8: RXQUE 0: POOLSHI
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3.10.16 ARBIT Packet Address Register A

If latch bank A is active, the bits in this register indicate the last address used to access Packet Memory.

Length 32 bits
Type Read Only
Address XXXX 0E90

Power On Reset Value x‘0000 0000’

Restrictions None

Last Address Provided by Arbiter

v v

|313029282726252423222120191817161514131211109 8 7 6 5 4 3 2 1 O|

Bit(s) Name Description

These bits contain the last address provided by the arbiter to the Packet Memory control-

31-0 | Last Address Bank A ler

3.10.17 ARBIT Packet Address Register B

If latch bank B is active, the bits in this register indicate the last address used to access Packet Memory.

Length 32 bits
Type Read Only
Address XXXX OEAOQ

Power On Reset Value x‘0000 0000’

Restrictions None

Last Address Provided by Arbiter

v v

|313029282726252423222120191817161514131211109 8 7 6 5 4 3 2 1 O|

Bit(s) Name Description

These bits contain the last address provided by the arbiter to the Packet Memory control-

31-0 | Last Address Bank B ler
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3.10.18 ARBIT Packet Length Register

The bits in this register indicate the last length used to access Packet Memory.

Length 32 bits
Type Read Only
Address XXXX 0E94

Power On Res